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Introduction
Past decades have seen an exponential growth in usage of digital media. Early solutions to the management of these massive amounts of digital media fell short of expectations, stimulating intensive research in areas such as Content Based Image Retrieval (CBIR) and, most recently, Visual Search (VS) and Mobile Visual Search (MVS). 
The field of Visual Search has been researched for more than a decade leading to recent deployments in the marketplace. As many companies are coming up with proprietary solutions to address the VS challenges, resulting in a fragmented technological landscape and a plethora of non-interoperable systems, MPEG introduces a new worldwide standard for the VS and MVS technology. 

MPEG’s Compact Descriptors for Visual Search (CDVS) aims to standardize technologies, in order to enable an interoperable, efficient and cross-platform solution for internet-scale visual search applications and services. 

The forthcoming CDVS standard is particularly important because it will ensure interoperability of visual search applications and databases, enabling high level of performance of implementations conformant to the standard, simplifying design of descriptor extraction and matching for visual search applications. It will also enable low complex, low memory hardware support for descriptor extraction and matching in mobile devices and sensibly reduce load on wireless networks carrying visual search-related information. All this will stimulate the creation of an ecosystem benefiting consumers, manufacturers, content and service providers alike.
Business context for Visual Search

The collection of digital media has grown exponentially during the past years. Millions of images and videos are uploaded and continue being uploaded all over the world on remote servers. As shown in figure 1, Facebook declared the number of photos uploaded as 60 Billion in 2010 and 100 Billion on 2011 [1]. Daily, about 300 million photos are uploaded to Facebook servers, about 58 photos uploaded every second. The number of images uploaded to Photobucket was 8 Billion, for Picasa it was 7 Billion and, for Flickr, 5 Billion. One hour of video it’s uploaded on Youtube every second, 24 hours’ worth of video uploaded every 24 hours: there is so much video content on Youtube at present that it would take 1700  years to watch all of it. 
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Figure 1
Searching content among billions of images is an amazingly massively complex task.  The old approaches still widely used, such as the text-based and low-level or semantic methods, have been proven to be less than satisfactory while dealing with this amount of data interactively, motivating other means of query processing, such as CBIR. It covers the concept of search that analyses the actual content in the image, rather than relying on the associated metadata, thus creating a new paradigm: “the pixels – the new hyperlink”. The development of this concept incorporated many algorithms and techniques from diverse fields such as statistics, pattern recognition and image processing and computer vision. 
Visual Search (including MVS), presents an intuitive, effortless, and direct way of presenting information enabling Augmented Reality (AR) with a completely new perspective. The idea is to interact with the object itself and retrieve meaningful content (such as audio, video and graphics) and other information associated to it. As a simple scenario shown in Figure 2, the user takes a photo of an object and receives related content as well as additional information possibly with augmentations. 
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Figure 2
An early attempt to link image content with other data was based on QR codes – a recognized code produced a hyperlink which could be used to search related content through a browser. A more detailed comparison between MVS and QR codes is available in [2, 3].    
The expansion of CBIR into practical use has accelerated in the last decade, with many start-up companies and creative corporations adopting the technology and opening novel fields of applications. Furthermore, the widespread adoption of mobile devices equipped with high resolution cameras helps to accelerate computer vision applications within mobile scenarios. The common paradigm is represented by a user taking a picture of the surroundings with a mobile device to obtain informative feedbacks on its content. For example a user can perform shopping just by taking pictures of products and best purchase offerings are retrieved automatically, or find more information about a location via landmark recognition for ease of visiting places of interest [4].
Accordingly to [5] smartphones are the key enabler of immediacy, portability and connectedness. In turn this pushes the evolution of embedded computing and smart imagers, growth of data demand offering the opportunity to address the so-called “digital 6th sense”. This is supported by the fact that more than 33% of daily media interactions occur on a smartphone, 80% of all searches on a smartphone are spontaneous, compared to 52% on PC, and nearly 50% of smartphone owners use them while watching TV.

The market potential of mobile visual search has to consider 154 Millions of smartphones sold on Q2 2012 alone. They are displacing feature phones with an annual forecasted unit shipments growing by 24% (CAGR) in the period 2011-2016. According to [6] cumulative smartphone unit sales forecast between 2012-2016 years are predicted to be nearly close to 5 billion units. Tablets play as well an important role since, accordingly to [6], they lead growth of new generation mobile computing devices with more than 650 M units estimated to be sold in 2016, with a 41% CAGR in the period 2011-2016 while mobile PCs are predicted to achieve only 9% during same period. Embedded and external mobile broadband connectivity is a key connectivity enabler for those devices and expected to achieve a 2 times growth in unit shipment during 2011 and 2016. Moreover more than 800 M smartphone shipments are forecasted in emerging regions like Latin America, Africa, India, South East Asia and China in 2016.
With these very encouraging business perspectives in mind and considering that more than 70% of the time smartphones are used for web searches, we can see many flourishing search engines that adopt the concept of CBIR and in particular Visual Search as the core element of their system. 
Existing Visual Search Applications

As an example, Google’s Goggles [7, 8], a mobile visual search application, searches an image database with a picture taken by a mobile device. Currently, its supports the search of landmarks, barcodes, books, contact info, artwork, wines and logos. The user sends an image to the server and the image is compared to the contents of entire database. The image package is sent as JPEG, which means a compression process takes place before sending the image [9]. Nokia’s Point and Find, combining MVS with Augmented Reality, presents information about the elements inside the frame of the camera of the mobile phone. The difference of Point and Find is that it uses an index that allows the user to search the image without consulting the server, which shortens the response time. In average cases, a call to a server may take ten to thirty seconds, while Point and Find responds in a few seconds. oMoby [10], an application developed by IQ Engines applies augmented reality with image recognition, detecting brands and products within the camera’s field of view. An interesting property of IQ Engines is that they use crowdsourcing in a situation where an image cannot be matched automatically. The unmatched image is sent to the crowdsourcing platform, where it is tagged and properly indexed into the database. Like.com [11], now Google Shopping, effectively monetizes the technology by presenting to the users a selection of products that are similar to the objects that users were looking for, or allows them to search for a product that includes a highlighted part of a different product. Currently, it does not allow users to upload pictures and therefore the user can only select images from company database. However, an extension is on the way and soon it will be possible to send image queries and to retrieve results. Kooaba [12] image recognition platform is similar to oMoby in that it is specialized for specific category object recognition (such as wine lables or clothing). Kooaba has customers such as the wine database Vivino or the Switzerland’s Ex-Libris (a store for online media). A database of images can be provided or the integration of an external image database is enabled. Like in other cases, the image needs to be searched in a database and therefore requires a network connection and substantial time for sending and receiving data. Moodstocks [13], a startup company from France, also provides visual recognition services. It does not supply the customers with a pre-built dataset and requires the customer to integrate his/her own database. The descriptors are computed on the client side and therefore the data to be sent to the server becomes much smaller, resulting in a faster response time [14].

The rise of Compressed Descriptors

The market has witnessed already the introduction of prototypes and services exploiting visual search functionalities with proprietary solutions that limits interoperability. Thus CDVS aims at facilitating the deployment of MVS applications [15], eliminating market fragmentation and increasing penetration, thanks to the creation of an interoperable ecosystem. It does also build new basis to exploit new opportunities for innovative content and services creation at benefit of business to consumer industry expansion. 
The design and development of CDVS addresses the standardization of object instance recognition technology, leveraging on a number of compelling functionalities briefly enabling a number of advantages and functionalities described below.

Compression Efficiency

Compression is an essential requirement for typical client-server VS architectures: some of the existing MVS applications rely on the transmission of a JPEG compressed query to remote servers: the drawbacks of this approach relate to huge computational load on the server side, reduced picture quality, bandwidth consumption and latency, in particular for application scenarios with more stringent requirements (e.g. Augmented Reality). 
CDVS is changing the communication paradigm: a set of local features are extracted from the query image and compressed into a single compact descriptor on the client side, the resulting compact descriptor is then sent to the server to initiate search. As shown in figure 3, the overall size of a set of local uncompressed features extracted from an image can be larger than a traditionally compressed JPEG files. In this conceptual figure, the well-known SIFT [16] descriptor is used as an example how large the size of an uncompressed descriptor could get. However, CDVS allows to drastically decreasing the dimension of the compact visual descriptors, thanks to a scalable and adaptive compression scheme. CDVS supports different sizes of compact descriptor footprint, spanning from a maximum of 16Kbytes per image, which is the fully performing operating mode, down to 512 Bytes, for extremely constrained bandwidth scenarios.
Moreover CDVS offers a unique top performing combination of fundamental properties.
Scalability

Compact descriptors of different sizes can efficiently interoperate: in fact, the same compression scheme is applied for each operating mode and scalability is guaranteed by a different number of local features embedded into the compact descriptor. A mechanism for ordering the local features according to their relevance is also standardized, aiming at maximizing performances given a certain number of local descriptors available.

Support to web-scale Databases

A global descriptor is also embedded into the compact descriptor: the global descriptor can be matched extremely fast with similar global descriptors, thus providing means to search against extremely large scale (e.g. web scale) datasets in a shorter time thus quickly generating a limited set of candidates for further refinement.
Hardware implementation efficiency

The development of CDVS standard has been driven by a strong hardware manufacturer industrial support, aiming at solutions with very low computational complexity, small memory footprint thus facilitating low-power hardware implementations. This resulted in a reference extraction pipeline that will simplify the design work of SoC architects and hardware designers. Moreover the CDVS simulation framework provides essential tools to easily verify the design implementation. This is a very important task, quite time, resources and money consuming representing up to 70% of the time to bring integrated circuits at full maturity. The test model CDVS designs will make easier to achieve a SoC design fully functional, highly performing and ready for production resulting with a dramatically reduced effort.
Generality

CDVS technology targets general-purpose scenarios: therefore, the standard solution is designed to guarantee robustness with any category of data. The technology, relying on local features and geometric verification, can be successfully applied for matching images of any textured rigid objects, such as books, CDs, landmarks, printed documents, DVDs, paintings, buildings, without any need for re-training or user defined parameters optimization.
Robustness

The very rigorous testing procedures in place, as traditional praxis in MPEG, ensure an excellent level of performances: in particular, performances are evaluated on extensive datasets, containing data of different categories: graphic objects (cds, dvds, business cards, magazines, books), landmarks, museum paintings, video frames and common objects, for an overall amount of 30,000 query images. To ensure a continuous benchmark against prominent technologies available in the scientific community, publicly available datasets are also part of the testing dataset. Finally, in order to emulate the searching conditions of a typical large scale (web) dataset, additionally 1 million images are used a distractor set.

Sufficiency

The descriptors are self-contained, no other metadata are necessary to enable search. However, CDVS descriptors can be easily combined with other relevant metadata (e.g. GPS coordinates) aiming at narrowing the scope of the search and improving retrieval efficiency.
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Figure 3: comparison of typical size of uncompressed SIFT descriptors, JPEG compressed images at high and low quality factors and CDVS descriptors at different operating modes.
Applications enabled by CDVS
Thanks to CDVS, there will be a new global language for visual search. Users and machines can find what they’re looking for in visual databases throughout the world and from different providers, since the content now has a common description. On top of these foundations, limitless applications and services can be built. Below we highlight some fields of application that exploit visual search.

Mobile visual search – Taking a picture of a real world object, additional information about the object are retrieved and rendered on the mobile device, such are audio, video and graphics exactly where the object is localized within the picture.

Augmented reality – Images and 3D graphics are blended into a real view of the world surrounding the user at interactive rates. In this perspective MPEG 3DGC [17], which activities involve the compression of 3D graphics primitives, can be effectively used to stream assets to the terminal that are rendered in real time through adopted Khronos OpenGL-ES GPU [18].
Robotic vision – Autonomous machines equipped with cameras can identify objects in their environment to enable automated actions or improve navigation abilities. 

Television applications – Through a set top box receiving broadcast/broadband programs, additional information about the content are linked and synchronized to the video stream, allowing users interacting by means of rich media interfaces as well as retrieve interesting content between the massive information available at broadcaster side. 
Web-related applications – Web search engines based on visual instead of textual queries.

Automotive application – Augmented Navigation for Visual Positioning and location based services by recognizing buildings and landmarks in key areas either cashing a limited database in the terminal or via connection to the cloud. Retrieved information will be proposed to car’s occupants thus increasing the journey experience 

Surveillance – Surveillance cameras can detect known content in order to highlight, count or track objects and they can confirm each other and to the service that they recognized the same object.
Content management – Create links between footage, e.g. user defined, in order to organize video collections according to common objects depicted in the scenes.
Concluding Remarks
MPEG CDVS group, thanks to its competencies, is working intensively toward an ISO/IEC International Standard scheduled for mid 2014. The team meets face to face 4 times a year, every 3 months around the world. It is composed by computer vision and SoC experts from many different National Bodies (China, Korea, Italy, Japan, UK, USA). Intensive work and simulations continue between face-to-face meetings to make happen further advances and integrate them in a high quality, easy to use, cross platform Linux/Windows/MacOS MPEG Test Model. State-of-the-art algorithms integrated into the Test Model deliver very high performances and support low-power and low-cost implementations targeting both hardware and software platforms. It targets highest success rate with minimal false alarm rate to achieve precise localization accuracy with minimal embedded memory footprint and computational complexity. 
The group is committed to further and continuously improve performances while ensuring low cost embedded system implementations, both for the future benefit of many applications and industrial solutions as well as for broadest adoption in the marketplace. 
The group adopts visual features to make the system robust and discriminative. Robustness against scale changes and rotation is supported by invariant interest-point detection that reliably yields to both location and feature-scale and dominant orientation. Robustness against brightness and contrast variations is targeted and supported since the beginning. 
Descriptor compression is successfully addressed by CDVS enabling broad adoption into mobile devices. The developed solution is based on up to date state-of-the-art developments and MPEG mastered innovative algorithms to achieve local, global visual feature compression and location coding at lowest bitrates without compromising performances. Usage of QR codes and sending a JPEG image as a query can be safely replaced by the industry in the future systems, by extracting the salient visual features on the terminal instead and send these features as the query to the server. This will also have a positive impact on privacy since the features are inherently anonymous compared to the compressed pictures that are not. 

Limited size databases could be stored also locally on the terminal and matching could be performed directly on the device, due to its limited complexity, without relying on any sort of transmission link. 

Extensions to other application domains will be possible like Automotive, Entertainment, Digital TV Smart Glasses, Educational and Surveillance and many others are expected to appear exploiting CDVS technology.

In the next few years, it is expected an increasing adoption by many client-server visual search applications exploiting MPEG CDVS standard approach. This a definitive departure from the current proprietary ones and in particular, taking benefit from a standard CDVS bitstream that will offer an unsurpassed advantage in term of interoperability between heterogeneous terminals and servers.

The road built by MPEG on Visual Search will pave the way for many future algorithm extensions like video descriptors, since CDVS focuses on intra frame visual descriptors; as well as depth descriptors, considering the increasing number of 3D camera and 3D display on the market . By exploiting synergies with MPEG 3D Graphics Compression standard, MPEG efforts will push forward Augmented Reality applications, with a comprehensive standardized approach, that will rely on the strongest consensus and support at worldwide level that only MPEG is able to offer and guarantee generating a worldwide standard as result of shared efforts and complementary competencies that only MPEG is able to bring together.
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