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Abstract
This document summarizes Exploration Experiment 1 (EE1) tests to be performed between the JVET-AE and JVET-AF meetings to evaluate Neural Network-based Video Coding (NNVC) technologies, analyze their performances and complexity aspects. 
Introduction
This round of EE1 tests will include:
1. EE1-0.x: Unified LOP (JVET-AE0281)
2. EE1-1.1.x category: architectural changes for HOP (JVET-AE0160 , JVET-AE0164).
3. EE1-1.2.x category: filter usage aspects (JVET-AE0072, JVET-AE0093, JVET-AE0161, JVET-AE0238).
4. EE1-1.3.x category: additional model for HOP (e.g. temporal filter).
5. EE1-2.x NN-Inter (JVET-AE0112 investigating complexity reduction possibilities).
6. EE1-3.x NN-Intra (JVET-AE0144 training cross-check).
All tests in EE1 are advised to use NNVC-6.0 as code base (unless it is not possible). The anchor for EE1 test is the default configuration of NNVC-6.0 as defined by AhG11/AhG14 (NN-intra and low complexity NN-filter enabled by default) in JVET-AD2016AE2016. Anchor performance and reference point for HOP NN-filters will be provided by AhG14. 





Overview 
Tests planned in this EE1 are summarized in Table 1.

	[bookmark: _Ref133570883]Test EE1
	Topic
	Architecture
	Training
	Usage in a codec
	Tester/Trainer
	Cross-check

	0.1
	LOP
	LOP.2 as per JVET-AE0281 
(LOP training)
	Qualcomm, ByteDance, Dolby, Ittiam, Tencent

	0.2
	
	LOP.2 as per JVET-AE0281 
(head block optimization).
	Qualcomm, ByteDance, Dolby, Ittiam, Tencent

	0.3
	
	LOP.2 as per JVET-AE0281 
 (blocks parameters optimization)
	Qualcomm, ByteDance, Dolby, Ittiam, Tencent

	0.4
	
	LOP.2 as per JVET-AE0281 
 (filter usage like HOP)
	Qualcomm, ByteDance, Dolby, Ittiam, Tencent

	1.1.1
	HOP model
	Modified HOP (residual blocks)
	HOP
	HOP usage
	Tencent
	

	1.1.2
	
	Modified HOP (decomposition order)
	HOP
	HOP usage
	Qualcomm
	Training+Test

	1.1.3
	
	Modified HOP (inputs features extraction)
	HOP
	HOP usage
	Qualcomm
	Training+Test

	1.1.4
	
	Modified HOP (split luma-chroma)
	HOP
	HOP usage
	Bytedance
	

	1.1.5
	
	Combined 1.1.1 and 1.1.2
	HOP
	HOP usage
	Qualcomm, Tencent
	Training+Test

	1.2.1
	HOP/LOP usage
	HOP/LOP model
	-
	Modified HOP/LOP usage JVET-AE0072 (residual adjustement)
	OPPO
	

	1.2.2
	
	NNVC LOP model
	JVET-AE0093
	Modified LOP usage JVET-AE0093 (content adaptive LOP)
	Nokia
	Training+Test

	1.2.3
	
	HOP/LOP model
	-
	Modified HOP/LOP usage JVET-AE0161 (rotation of inputs/outputs)
	Tencent
	

	1.2.4
	
	HOP model
	-
	Modified HOP usage JVET-AE0238 (unified usage HOP/LOP)
	Bytedance
	

	1.2.5
	
	HOP model
	HOP
	HOP usage
(RDO model derived from HOP)
	Bytedance
	

	1.2.6
	
	HOP model
	-
	Modified HOP/LOP usage JVET-AD0069 (flipping of inputs/outputs)
	OPPO
	

	1.3.1
	Additional model
	HOP model + additional temporal model based on HOP
	HOP scripts
	HOP usage
	Bytedance
	

	2.1
	Inter prediction
	JVET-AE0112 
(inter frame prediction)
	Wuhan Univ. Tencent
	

	3.1
	Intra prediction
	JVET-AE0144 
(simplified NN-Intra)
	InterDigital
	Training+Test


 Table 1 Overview of EE1 tests – In gray, modified aspect

Tests targeting to LOP replacement in NNVC (EE1-0) should use report results vs NNVC-6.0 default configuration (LOP-1 filter and NN-Intra are enabled by default)performance for comparison. Tests targeting to improvement of HOP (EE1-1 category) should use report results in comparison to NNVC-6.0 with HOP-1 (instead  of LOP-1) and NN-Intra enabled  filter performance for comparison. HOP-1 architecture and reproducible training procedure description can be found in JVET-AE2019 and readme.md. XXXX.  
  
EE Description
 EE1-0 tests 0.1 to 0.4
[image: A diagram of a computer

Description automatically generated]
[bookmark: _Ref134700219]Figure 1 Proposed unified architecture for LOP EE1 test
Unified LOP Filter architecture is described in JVET-AE0281. The unified LOP model uses the simplified head block, simplified backbone and the split luma-chroma architecture which filter luma and chroma in separate branches using the simplified backbone and simplified tail blocks as shown in Figure 1. Following the decision of EE1 BoG in JVET-AE0282, this EE test studies the following aspects of unified LOP.

Training strategy: Training will be conducted from scratch and follows the three-stage training procedure specified in JVET-AD2023 for HOP filter. HOP training parameters changes will be limited to the scheduler, whereas the dataset, parameters of augmentation, generation of coded data (QP points) to be identical to the HOP training parameters.
Joint Training: Qualcomm, ByteDance, Dolby, Ittiam, Tencent
Cross-check of training: multiple runs of training by different companies and testing cross-check after each training stage.
Planned EE1 Unified LOP sub-tests for stages I and II:
Subtest EE1-0.1: Test LOP filter architecture defined in JVET-AE0281.
Training to be conducted with different settings to explore the following aspects:
Subtest EE1-0.2: Optimize the headblock design of JVET-AE0281 toward improving hardware friendliness (multiple of 16). 
Subtest EE1-0.3: Based on of JVET-AE0281, different combinations of model parameters in luma and chroma branches toward better complexity-performance trade-off:
· Number of hidden layers: NY, NC
· Number of channels: CY, CUV, CY21, CUV21
· SIMD friendly sizes: number of channels preferably multiple of 16
After Stage II training, only one model will be selected for unified LOP test using HOP based filter usage and tested in NNVC-6.0 using SADL.
Sub-test EE1-0.4: Filter usage:
For the final trained LOP test mode, study filter usage aspects such as combine interfaces for usage of HOP and LOP filters, adaptive block sizes, on/off control at low block level.

EE1-1.1.1
[image: A diagram of a computer
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Filter architecture: HOP-based
Training strategy: HOP
Training to be conducted: Tencent
Cross-check: Inference and training cross-check are planned, cross-checker TBA 
Notes: This test will include subtests targeting to optimize the complexity-performance trade-off of residual block structures and network architecture. The improved residual blocks (HOP residual block with depth-wise separable convolution and HOP residual block with group convolution) and split architecture from JVET-AE0160 are to be tested. This test may include the subtests by combining the elements from JVET-AE0160 and the subtests planned in test EE1-1.5 from JVET-AD2023.

EE1-1.1.2
[image: A screenshot of a computer
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Description automatically generated]

Filter architecture: HOP-based.
Training strategy: HOP
Training to be conducted: Qualcomm
Cross-check: Inference and training cross-check are planned, cross-checker TBAByteDance
This test targets to optimize the complexity-performance trade-off of the convolution decomposition and residual block structures. Reduced rank decomposition and decomposition order alternation of JVET-AE0164 to be tested. The test will include sub-tests with across architecture complexity-performance optimization.

EE1-1.1.3
[image: A diagram of a block diagram
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Filter architecture: HOP-based
Training strategy: HOP
Training to be conducted: Qualcomm
Cross-check: Training cross-check is planned, cross-checker TBAInterDigital
This test targets to optimize input feature set extraction, along methods of EE1-1.3.2 (JVET-AD0205). In particular, the headblock design optimization toward improving performance-complexity trade-off and hardware friendliness.
EE1-1.1.4
[image: A diagram of a flowchart
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Filter architecture: HOP-based.
Training strategy: HOP
Training to be conducted: Bytedance
Cross-check: Inference and training cross-check are planned, cross-checker TBA
This test may include sub-tests targeting at optimizing the complexity-performance trade-off of the HOP model, e.g. separate models for luma and chroma (as described in EE1-1.1 in JVET-AD2023), network architecture optimization (as described in EE1-1.4 in JVET-AD2023), along methods in JVET-AD0106, JVET-AD0237.
EE1-1.1.5: Combination of EE1-1.1.1 and EE1-1.1.2
[image: A diagram of a block diagram
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Filter architecture: HOP-based.
Training strategy: HOP
Training to be conducted: Qualcomm and Tencent
Cross-check: Inference and training cross-check are planned, cross-checker OPPO
This test study a direct combination of tests EE1-1.1.1 and EE1-1.1.2. Group convolution of EE1-1.1.1 to be introduced in the multi-scale branch of the Backbone Blocks (T1/T2) with a reduced rank decomposition of EE1-1.1.2 being used in the main branch of the T1/T2. 


EE1-1.2.1
[image: ]
Filter architecture: HOP and LOP
Training strategy: no re-training
Training to be conducted: no training
Tester: OPPO
Cross-check of test: Inference cross-check is planned, cross-checker TBA. 
Notes: This test evaluates the residual offset adjustment and combination with chroma order adjustment on top of HOP/LOP. A frame level two-step residual adjustment method is proposed to adjust the output of the NNLF in the inference stage. Firstly, the residual is adjusted by reducing the magnitude of the residual at each pixel by a small offset value, and the offset candidates are {1, 2}. Secondly, the residual is decremented by the average residual value which is derived by computing the average of the residual for all pixels in each CTU. Also, a frame level chroma order adjustment method can be used to allow the input/output order switch between the U and V components of the neural network-based loop filters in the inference stage.
EE1-1.2.2 Content-adaptive LOP filter
3x3 conv 3x3x10xM

Leaky ReLu 
3x3 conv 3x3xKxL
1x1 conv 1x1xMxM
Leaky ReLu
3x3 conv 3x3xKxK
1x1 conv 1x1xMxK
1x1 conv 1x1xKxM
Leaky ReLu
3x3 conv 3x3xKxK
1x1 conv 1x1xMxK
BS info
Qstep
Yx4+U+V 72x72x10
NxN
1x1 conv 1x1xKxM
Leaky ReLu
3x3 conv 3x3xKxK
1x1 conv 1x1xMxK
Y’x4+U’+V‘ 64x64x6
N’xN’
n Hidden Layers 
1x1 conv 1x1xKxR
3x1 Sep conv 3x1xRxR
3x1xRxR
1x1 conv 1x1xRxK
1x3 Sep conv 1x3xRxR
CP decomposition
Layers approximated with CP decomposition
Separable Convolution layers
1x1 conv 1x1xMxR
1x1 conv 1x1xRxM

Filter architecture: NNVC 5.0 LOP with multiplier terms 
Training strategy: no re-training, but the filter is overfitted on each test sequence, see JVET-AE0093.
Cross-check of overfitting: cross-checkers: TBAOPPO & Ittiam
Notes: Study content-adaptation on top of NNVC 5.0 LOP filter & signaling mechanism for the adaptation parameters.
EE1-1.2.3
[image: A close-up of a white card
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Filter architecture: HOP and LOP
Training strategy: no re-training
Training to be conducted: no training
Tester: Tencent
Cross-check of test: Inference cross-check is planned, cross-checker TBA. 
Notes: Rotation operations are applied to the inputs and outputs of NNVC HOP/LOP network to further improve the coding performance. All the input samples including reconstructed samples, prediction samples, BS, BaseQP, SliceQP and IPB are rotated and then fed into network to perform the inference. After that, the output of network is rotated back to restore the original order of filtered samples.
[bookmark: OLE_LINK1]EE1-1.2.4
Filter architecture: HOP-based.
Training strategy: no re-training
Training to be conducted: no training
Cross-check: Inference cross-check are planned, cross-checker TBA
Notes: This EE test study the unified filter usage of HOP and LOP, along methods in JVET-AE0238.
EE1-1.2.5
Filter architecture: HOP-based.
Training strategy: like HOP
Training to be conducted: Bytedance
Cross-check: Inference and training cross-check are planned, cross-checker TBA
Notes: The encoder RDO considering NNLF is supposed to be studied in this EE test. A RDO model is only introduced to the encoder part as the method in JVET-AD0189. The RDO model is derived by simplify current HOP model, e.g. with less layers and feature maps, and trained according to the instruction of HOP filter.
EE1-1.2.6
[image: ]
Filter architecture: HOP
Training strategy: no re-training
Training to be conducted: no training
Tester: OPPO
Cross-check of test: Inference cross-check is planned, cross-checker TBA. 
Notes: Flipping operations are applied to the inputs and outputs of NNVC HOP network to further improve the coding performance. All the input samples including reconstructed samples, prediction samples, BS, BaseQP, SliceQP and IPB are flipped horizontally or vertically, then fed into network to perform the inference. After inference, the output of network is flipped back to restore the original order of filtered samples.
EE1-1.3.1
[image: ]
Filter architecture: HOP-based.
Training strategy: HOP
Training to be conducted: Bytedance
Cross-check: Inference and training cross-check are planned, cross-checker TBA
Notes: The additional models in HOP, i.e. temporal filter model, are supposed to be studied in this EE test, based on the methodology developed for HOP. While for temporal filter model, additional temporal inputs will be fed into the HOP model. The target of this test is to optimize the complexity-performance trade-off of these additional models, along methods in JVET-AC0177 (temporal filter).
EE1-2.1
Filter architecture: Figure 2 illustrates the network architecture of the inter frame generation network, which is based on the model described in JVET-AE0112.
[image: ]
Fig 2 The network architecture of the inter frame generation method
Training strategy: The model can be trained using compressed BVI and TVD datasets or other datasets that can be used for NNVC standardization. The pictures in the dataset are compressed by VTM, with QP value randomly selected from 22, 27, 32, 37, and 42. The loss function is L1 loss, which is minimized using the Adam optimizer. A pre-trained small IFRNet network is used as our flow estimator, with a learning rate set at . The other parts of the network trained at a learning rate of . The training epochs are set to 200.
Training to be conducted: Wuhan University, Tencent.
Cross-check: Not planned. Inference cross-check only.
Notes: This test aims to accelerate the float inference and implement integer inference. This test will analyze the compression performance of this method with LOP filter enabled, while also exploring the potential for reducing complexity.

EE1-3.1
Proposed in “EE1-6.1: neural network-based intra prediction with reduced complexity” 
T. Dumas, F. Galpin, P. Bordes (Interdigital) 

NN-Intra is enabled by default in NNVC-5.0 Design of NN-Intra is show in Figure 10.
Note that all the mentioned layers are fully-connected. No convolutional layers exist in the presented neural networks. Changes compared to NN-Intra in common SW base (NNVC0) are summarized in the table below. The percentage of non-zero weights in the layer returning  becomes 10% for the neural network predicting blocks of size , and 50% for the other six neural networks.
Computational complexity is different for different block sizes, the worst case is 4.8 kMAC/pixel (7.8 in NNVC). Total number of parameters is 1.3 M (1.5 in NNVC).
In AI, full test results show ~0.2% BD-rate performance degradation compared to NN-intra in NNVC-5.0. In RA, partial test results (full test results will be available by start of the meeting) show ~0.1% (RA) BD-rate performance degradation compared to NN-intra in NNVC-5.0.

[image: Diagram

Description automatically generated]
[bookmark: _Ref139724814]Prediction of the current  block from its context of reference samples via the neural network , parametrized by , belonging to the neural network-based intra prediction mode. Here,  and  The dimensions of the context of reference samples, “preprocessing”, “postprocessing”, , ,  are explained in NNVC description document.
[bookmark: _Ref139725041]Table 4 architecture policy for each neural network in common SW base NNVC and proposed solution (EE1-6).
	architecture
	NN-Intra in common SW base
	Proposal

	Number of hidden layers
	For 16x16, 3.
For the other six neural networks, 2.
	Same.

	Number of neurons per hidden layer
	1216.
	For 4x4, 8x4, and 16x16, 1216 for the last hidden layer, and 640 for the other hidden layers.
For the other four neural networks, 1216.

	Biases
	For all layers.
	Only for the layer returning  and the layer returning  and .


Training cross-check is planned.

[bookmark: _Ref133481180][bookmark: _Ref133409511]Timeline
T1 - 3 weeks after JVET-AE meeting (09-August-2023): AhG11/AhG14 teleconference to decide HOP final model, JVET-AE0144 crosscheck status. 
T2 - 3 weeks after JVET-AE meeting (09-August-2023): To revise EE description. Changes should be discussed and agreed on JVET reflector. 
T3 - 5 weeks after JVET-AE meeting (23-August-2023): (in coordination with AhG14) NNVC-6.0 SW for is ready and announced. Anchors (including technologies in NNVC-6.0) are available.
T4 – 7 weeks after JVET-AE meeting (30-August--2023): (in coordination with AhG14) AhG11/AhG14 teleconference for LOP (EE1-0) training status discussion and single candidate for unified design selection
T5 – 15-September-2023: Training software release for tests with training cross-check
T5 T6 – 1.5 week before T7 (30-September-xxx-2023): Software release for tests w/o training cross-check. Test verification starts.
T6 T7 – 3 days before T7 (08-Octoberxxx-2023): Cross-checkers report status to EE1 coordinators (sending e-mail). 
T7 T8 –11-Octoberxxx-2023: EE1 summary is uploaded as input contribution.

SW location
https://vcgit.hhi.fraunhofer.de/jvet-ae-ee1/VVCSoftware_VTM/-/tree/EE1-X.X
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