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Abstract
This document summarizes Exploration Experiment 1 (EE1) tests to be performed between the JVET-AD and JVET-AE meetings to evaluate Neural Network-based Video Coding (NNVC) technologies, analyze their performance, and analyze their complexity aspects. 
Introduction
In JVET-AD meeting low complexity operation point NN-based filter was agreed to be default configuration of NNVC-5.0. Group keeps working on high operation point unified filter (UF) NN-based filter.
This round of EE1 will include EE1-0 test, which is be an implementation and training from the scratch the unified filter design (JVET-AD0380). EE1-0 will be performed jointly and become comparison point for all EE1 tests targeting UF improvement.
EE1-1 category tests which investigate Unified Filter (UF) architecture change and require training shall be described using NN architecture description in JVET-AD0380 (excel).  It is strongly recommended to modify no more than one aspect in each EE1-1 sub-test.
EE1-1 category tests which investigate Unified Filter (UF) architecture recommended to start training in parallel with EE1-0 and requested to follow unified training strategy (described in JVET-AD0380, copied here in section 1110). 
EE1-2 category tests which modify training procedure recommended to experiment with Unified Filter (UF) as described in JVET-AD0380 and clearly describe changes compared to unified training procedure.
EE1-3 category tests which propose filter usage aspects (Table 2 in JVET-AD0380) or study content adaptation recommended to conduct test using Unified Filter (UF) as it will be developed in EE1-0 (w/o re-training models of EE1-0). 
EE1-4 category tests are for modification of Low complexity filter in NNVC-5.0.
Tests on NN-based inter and NN-based intra technologies are EE1-5 and EE1-6 categories respectively.
Improvements for NN-based super resolution is category EE1-7.

All tests in EE1 advised to use NNVC5.0 as code base (unless it is not possible). The anchor for EE1 test is default configuration of NNVC5.0 as defined by AhG11/AhG14 (NN-intra and low complexity NN-filter expected to be enabled by default) in JVET-AD2016. Anchor performance to be provided by AhG14. Reference point for high operation point NN-filters is EE1-0. 
Tests planned in this EE1 are summarized in Table 1.

[bookmark: _Ref133570883]Table 1 Overview of EE1 tests
	Test
	Architecture
	Training
	Usage in a codec
	Tester/Trainer
	Cross-check

	EE1-0
	Unified filter (UF) as in JVET-AD0380
	Bytedance, Nokia, Qualcomm Tencent, OPPO

	EE1-1.1
	Separate Y and UV
	



as in JVET-AD0380

	Bytedance
	training +test

	EE1-1.2
	Decomposed CONV
	
	Qualcomm
	training +test

	EE1-1.3
	Filter “head”
	
	Qualcomm
	training +test

	EE1-1.4
	X 4 sub-tests: temporal filter, residual, filter “head”, back bone blocks design
	
	Bytedance
	training +test

	EE1-1.5
	32 sub-tests: filter “head”, residual block and split network designw/ and w/o transformers
	
	Tencent
	training +test

	EE1-2
	JVET-AD0380
	Training set
	JVET-AD0380
	Tencent
	training +test

	EE1-3.1
	
JVET-AD0380
	flipping
	OPPO
	test only

	EE1-3.2
	
	adjustment
	OPPO
	test only

	EE1-3.3
	
	RDO
	Bytedance
	training +test

	EE1-4.1
	Improved Low OP
	
JVET-AD0157
	as in NNVC-5.0
	Dolby/Ittiam
	training +test only

	EE1-4.2
	Simplified UF
	
	JVET-AD0380
	Bytedance
	training +test

	EE1-4.3
	Simplified UF
	
	
	Tencent
	training +test

	EE1-4.4
	Simplified UF
	
	
	Qualcomm
	training+test

	EE1-5.1
	NN-inter 
	Tencent/WHU
	test only

	EE1-6.1
	NN-intra
	Inter Digital
	training +test

	EE1-7.1
	JVET-AD0380
	JVET-AC0196, JVET-AD0380
	Super-resolution
	Tencent
	training +test




Unified Filter Training 
EE1-0 Agreed unified filter design for High Operation Point
Filter architecture: Unified filter (UF) architecture is described attached excel (page EE1-0) and depicted on Figure 1. Design follows follow  decision in of BoG ( JVET-AD0380). The nNumber of Back Bone blocks was selected to be 24 results targeting in complexity complexity 477 kMAC/pxl.
[image: ][image: ]
[bookmark: _Ref134700007]Figure 1 Unified filter design for High Operation point
Training strategy: Unified training as described in JVET-AD0380
Training to be conducted: Qualcomm, Bytedance, Tencent, Nokia, OPPO List of volunteers TBA
Cross-check of training: multiple runs of training by different companies and testing cross-check after each training stage. 
Notes: 1) Difference between different runs of training to be reported to the group and be considered as negligible performance deviation (gain below this deviation cannot be considered as argument for filter architecture modification). 2) EE1-0 is common reference point for all tests targeting improvement of high operation point NN-filter.

Unified Filter Architectural changes 
EE1-1.1 Separate model for Luma and Chroma
Filter architecture: Unified filter (UF) architecture is described in the attached excel (page EE1-0) following decision in JVET-AD0380. The This tests investigate only one aspect modification compare to EE1-0 is separate architectures for lLuma and cChroma models. To facilitate an easier comparison with UF, numbers Number of Back Bone Blocksbackbone blocks and channels is 20 for lLuma and 16 for Cchroma models are expected to be optimized, subject to giving a similar , this results in complexity as the UF (e.g. about 482 477 kMAC/pxl).
Training strategy: Unified training as described in JVET-AD0380
Training to be conducted: ProponentBytedance
Cross-check of training: Training cross-check is planned, cross-checker to be identified later.Add cross-checker (if cross-check is planned). 
Notes: Difference from EE1-0 (UF) is illustrated by Figure 2. This test targets to optimize separate model designs for luma and chroma, along methods of JVET-AD0106.
[image: ][image: ]

[bookmark: _Ref134699935]Figure 2 Joint filtration of three color components in UF (left), separate filtration for Luminance and Chrominance (right).
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EE1-1.2 Complexity-performance tradeoff of decomposition
Filter architecture: NNVC-5.0, unified filter architecture.
Training strategy: Unified training as described in JVET-AD0380
Training to be conducted: Qualcomm
Cross-check of training: Training cross-check is planned, cross-checker to be identified later TBA
Notes: This test targets to optimize the complexity-performance trade-off of the convolution decomposition and residual block structures, along methods of EE1-1.3.5 (JVET-AD0205) and JVET-AD0211. The test will include sub-tests with across architecture complexity-performance optimization.
EE1-1.3 Study on input feature set optimization
Filter architecture: NNVC-5.0, unified filter architecture.
Training strategy: Unified training as described in JVET-AD0380
Training to be conducted: Qualcomm
Cross-check of training: TBA
Notes: This tests targets to optimize input feature set extraction, along methods of EE1-1.3.2 (JVET-AD0205).
EE1-1.4 Study on network architecture optimization
Filter architecture: NNVC-5.0, based on unified filter architecture.
Training strategy: based on unified training as described in JVET-AD0380
Training to be conducted: Bytedance
Cross-check of training: Training cross-check is planned, cross-checker to be identified later TBA
Notes: This tests will include subtests targeting to optimize the different aspects of network architecture design, e.g. inputs, transformer block, residual block, layer decomposition, split architecture, temporal filter, etc., along methods of JVET-AC0177, JVET-AD0106, JVET-AD0237.
EE1-1.5 Optimization for complexity-performance trade-off of network
Filter architecture: NNVC-5.0, unified filter architecture.
Training strategy: Unified training as described in JVET-AD0380
Training to be conducted: Tencent
Cross-check of training: Training cross-check is planned, cross-checker to be identified later TBA
Notes: This test will include subtests targeting to optimize the complexity-performance trade-off of network architecture, such as inputs, residual block structure and split network architecture, along methods of JVET-AD0167.This test target to optimize the complexity-performance trade-off of in unified architecture.
Quantization and SADL implementation for network with transformer based on unified filter architecture.
Optimize the complexity-performance trade-off of network by using non-transformer convolutions.

Unified training changes 
EE1-2.1 Simplification for training dataset
Filter architecture: Unified filter (UF) architecture is described attached excel (page EE1-0) follow decision in JVET-AD0380.
Training strategy: Unified training as described in JVET-AD0380 except training dataset aspectXXXX
Training to be conducted: Tencent
Cross-check of training: TBA. 
Notes: This test target to simplify the training dataset while maintaining complexity-performance trade-off.
Unified filter usage aspects  
EE1-3.1 Flipping of input and output of model in UF(JVET-AD0069)
Filter architecture: Unified filter (UF) architecture is described attached excel (page EE1-0) follow decision in JVET-AD0380.
Training strategy: no re-training
Training to be conducted: no training
Tester: OPPO
Cross-check of test: Cross-check is planned, cross-checker to be identified later. Add cross-checker (if cross-check is planned). 
Notes: Flipping operations applied to the inputs and output of the UF neural network are proposed to further improve the performance in this contribution. The input of UF includes reconstructed samples, prediction samples, BS, BaseQP, SliceQP and IPB. When a flipping operation is applied, only the reconstructed samples, prediction samples, BS, and IPB are flipped and fed into the network with the other inputs to perform the inference. Then the output of network is flipped back to restore the order of the filtered samples. Both horizontal and vertical flip can be applied to input and output of network.
EE1-3.2 On adjustment of residual for UF(JVET-AD0068)
Filter architecture: Unified filter (UF) architecture is described attached excel (page EE1-0) follow decision in  JVET-AD0380.
Training strategy: no re-training
Training to be conducted: no training
Cross-check of test: Cross-check is planned, cross-checker to be identified later Add cross-checker (if cross-check is planned).
Notes: This test evaluates the residual offset adjustment and combination with chroma order adjustment on top of UF. A frame level residual offset can be used to adjust the output of the NNLF in the inference stage. More specifically, the residual is adjusted by reducing the magnitude of the residual at each pixel by a small offset value, and the offset candidates are {1, 2}. Also, a frame level chroma order adjustment method can be used to allow the input/output order switch between the U and V components of the neural network-based loop filters in the inference stage.
EE1-3.3 RDO filter of UF
Filter architecture: Unified filter (UF) architecture is described in the attached excel (page EE1-0) following decision in JVET-AD0380. RDO filter architecture will be designed based on the UF. Specifically, number of layers and feature maps will be reduced for the RDO model. The optimal numbers are expected to be figured out in this EE test.trained in this test, architecture is in excel....
Training strategy: based on unified training as described in JVET-AD0380. except XXXX
Training to be conducted: Bytedance
Cross-check of training: Cross-check for training and test is planned, cross-checker to be identified later. TBA. 
Notes: This tests target to optimize the design of the RDO model, e.g. layer numbers, channel numbers, etc., along methods of JVET-AD0189. 
Improvement for Low complexity NN-filter 
EE1-4.1 Neural-network loop filters with further complexity reduction
Filter architecture: Filter architecture is described attached excel (page EE1-4.1) follow decision in JVET-AD0380. The model  uses CP decomposition, fusing adjacent 1x1 convolution and split architecture for luma and chroma, as shown in  Figure 3Figure 1, which is explained in detail in JVET-AD0157.
[image: ]
[bookmark: _Ref134700219]Figure 3Figure 1 Split luma and chroma model + CP Decomposition + fusion of 1x1 conv layer
Training strategy: use the training strategy described in JVET-AD0157.
Training to be conducted: perform trainings with different settings to explore the possibility of further complexity reduction with the following aspects:
· Different combinations of model parameters 
· Number of hidden layers
· Number of channels in luma and chroma paths
· SIMD friendly sizes: number of channels preferably multiple of 16 (8 also possible but slower)
Cross-check of inference training: Ericsson TBA
EE1-4.2 Neural-network loop filters with further design optimization
Filter architecture: Filter architecture is will be designed based on the one described in the attached excel (page EE1 (LOP)-4.2) following decision in JVET-AD0380. It is proposed to optimize the filter design by borrowing elements from its counterpart in high operation point.
Training strategy: based on the training strategy described in JVET-AD0157.
Training to be conducted: Bytedance
Cross-check of training: Training cross-check is planned, cross-checker to be identified later. TBA
Notes: perform trainings/inferences with different settings to explore the possibility of further design optimization.
EE1-4.3 Optimization for neural-network loop filters based on high operation point and EE1-1.5
Filter architecture: Filter architecture is described attached excel (page EE1 (LOP)-4.3) follow decision in JVET-AD0380. It is proposed to optimize the trade-off by using elements from high operation point.
Training strategy: training strategy described in JVET-AD0157, JVET-AD0380..
Training to be conducted: Tencent
Cross-check of training: Training cross-check is planned, cross-checker to be identified later. TBA
Notes: Further training/inference optimization for low-complexity neural-network loop filters by considering the effective elements in high operation point and related EE1 tests. 
EE1-4.4 Low complexity NN filter with design elements of UF and EE1-1.2 and EE1-1.3
Filter architecture: Filter architecture of EE1 (LOP) with design elements of Unified Filter architecture, EE1-1.2 and EE1-1.3.
Training strategy: training strategy described in JVET-AD0157, JVET-AD0380.
Training to be conducted: Qualcomm
Cross-check of training: Training cross-check is planned, cross-checker to be identified later. 
Notes: Optimization of low complexity NN filter architecture and training process with elements of UF and related EE1 tests.
NN-based Inter 
EE1-5.1 NN-based inter prediction with lower complexity
Filter architecture: Figure 4Figure 5.1 illustrates the network architecture of the inter frame generation network, which is based on the model described in JVET-AD0162. To mitigate complexity, the number of ResBlocks and convolution channels will be reduced.
[image: ]
[bookmark: _Ref134700273]Figure 5.1:Figure 4 The network architecture of the inter frame generation method
Training strategy: Use the compressed Vimeo90K dataset to train the model. The pictures in the dataset are compressed by VTM, with QP value randomly selected from 22, 27, 32, 37, and 42. The loss function is L1 loss, which is minimized using the Adam optimizer. A pre-trained IFRNet is used as our flow estimator, with a learning rate set at . The other parts of the network trained at a learning rate of . The training epochs are set to 200.
Training to be conducted: Wuhan University, Tencent.
Cross-check of training: Not planned. Inference cross-check only.
Notes: This test aims to reduce the complexity of the NN-based inter method based on JVET-AD0162 (EE1-2.1-related: DRF Model without QP Input).

NN-based intra
EE1-6.1 Neural network-based intra prediction with reduced complexity
Filter architecture: the neural network-based intra prediction mode (Figure 5) gathers 7 neural networks, each predicting blocks of a different size in . The architecture of the neural network predicting blocks of size  is shown in the figure below, see also JVET-AD0212.
[image: Diagram

Description automatically generated]
[bookmark: _Ref134700325]Figure 51: architecture of the neural network  predicting blocks of size , belonging to the neural network-based intra prediction mode.

	architecture specificity
	JVET-AD0212

	Number of hidden layers
	For 16x16, 3.
For the other 6 neural networks, 2.

	Number of neurons per hidden layer
	For 4x4, 8x4, and 16x16, 1216 for the last hidden layer, and 640 for the other hidden layers.
For the other 4 neural networks, 1216.

	Biases
	Only for the layer returning  and the layer returning  and .

	Non-linearity
	LeakyReLU in all hidden layers.


Table 2: architecture specificities for each neural network belonging to the neural network-based intra prediction mode.

Training strategy: iterative training comprising 4 cycles, as described in JVET-AC2019.
Training to be conducted: iterative training from scratch of the neural network-based intra prediction mode, involving the architecture and weight sparsity changes detailed in JVET-AD0212.
Cross-check of training: to be added soon.
[bookmark: _Ref133481180][bookmark: _Ref133409511]NN-based super resolution
	EE1-7.1 Neural network based super resolution based on the unified filter architecture
[bookmark: _Hlk133571814]Filter architecture: NNVC-5.0, unified filter architecture.
Training strategy: training strategy described in JVET-AC0196, JVET-AD0380.Unified training as described in JVET-AD0380
Training to be conducted: Tencent
Cross-check of training: TBA.
Notes: This test target to optimize the super resolution network based on the unified architecture and training strategy.
· Train the super-resolution network based on the unified filter solution
· Train the super-resolution network with enabling NN-intra and NN-filter
Timeline
T1 - 2 weeks after JVET-AD meeting (12-May-2023): To revise EE description. Changes should be discussed and agreed on JVET reflector. 
T2 - 3 weeks after JVET-AD meeting (19-May-2023): (in coordination with AhG14) SW for UF (EE1-0) training is ready, announced and joint training starts. Anchors (including technologies in NNVC-5.0) are available.
T3 – 5 weeks after JVET-AD meeting (02-June-2023): Software release for tests with training cross-check. Sufficient explanation about training scripts has been provided to the cross-checker. Training verification starts. 
T4 – 7 weeks after JVET-AD meeting (16-June-2023): (in coordination with AhG14) AhG11/AhG14 teleconference for UF (EE1-0) training status discussion. 
T5 – 1.5 week before T7 (30-June-2023): Software release for tests w/o training cross-check. Test verification starts.
T6 – 3 days before T7 (08-July-2023): Cross-checkers report status to EE1 coordinators (sending e-mail). 
T7 – 11-July-2023: EE1 summary is uploaded as input contribution

SW location
https://vcgit.hhi.fraunhofer.de/jvet-ad-ee1/VVCSoftware_VTM/-/tree/EE1-X.X
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[bookmark: _Ref133481589]Unified filter training
Training description follow agreement reached in [1] 
1) Training Model stage I
a. Data extraction for intra from vanilla VTM
i. encoder turns on md5sum, just NNVC-4.0 all NNVC tools disabled, encoder_intra_vtm.cfg, just first frame
ii. QPs = 22,27,32,37,42 + 19,24,29,34,39
iii. DIV2K (4:4:4 RGB  YUV420 10 bits, version ffmpeg to be specified, script is part of NNVC SW)
iv. Rotation, flipping, down-sampling (script to be provided by ByteDance + list of output + md5sum) 
v. Reconstruction is extracted before de-block 
vi. All CTUs are extracted (except those on the border)  list of md5sums (NNVC SW coordinators to provide)  10 days
vii. Status check via e-mail
b. Model stage I training from scratch for Intra data: 
i. Random initialization (NNVC SW decide)
ii. Use all CTUs
iii. Learning Rate scheduler to be provided by Qualcomm 
iv. Resume of training (track of learning rate, store check-points…, must be added to the training scripts) functionality is in training scripts to be adjusted for unified model
v. Status check via e-mail (learning curve)  10 days
vi.  RA and all intra cfg results under AhG11 test condition (model uses is used only for Intra slice)	Comment by Franck Galpin: Added the sentence @elena please check	Comment by Elena Alshina: Why not for Inters slice as well? I understand that model was not trained to “inter” specific artifacts, but it should be able to make reconstruction close to original....
2) Training Model stage II
a. Data extraction with model#1: 
i. encoder turns on md5sum, NNVC-4.0 + Model stage I for I-frames only, encoder_ra_model1.cfg, 65 frames (last is duplicated), Intra Period 64, GOP=32.
ii. QPs = 22,27,32,37,42 
iii. List of sequences
1. TVD: 65 frames, 20 sequences (Tencent provides list of sequences with md5sum)
2.  BVI (YUV420), 620 sequences (Bytedance provides list of sequences with md5sum + script for duplication last frame duplicated)
3. All reconstructed CTU are extracted before de-block , list of frames to be provided by Tencent and Bytedance (after check) + DVI2K training data as in training stage I
iv. Status check via e-mail   10 days
b. Model stage II training with extracted data:
i. Random initialization (NNVC SW decide)
ii. Use all CTUs
iii. Rotation and flipping is part of training already
iv. Learning Rate scheduler to be provided by Qualcomm 
v. Resume of training (track of learning rate, store check-points…, must be added to the training scripts) functionality is in training scripts to be adjusted for unified model
vi.  RA and all intra  cfg results under AhG11 test condition
vii. Status check via e-mail (learning curve) (likely telco will be needed) decide next stage   10 days
3) Training stage III
a. Data extraction with Model stage II: 
i. encoder turns on md5sum, NNVC-4.0 + Model stage II (both Intra and Inter frames), encoder_ra_model1.cfg, 65 frames (last is duplicated), Intra Period 64, GOP=32.
ii. QPs = 22,27,32,37,42 
iii. List of sequences
1. TVD: 65 frames, 20 sequences (Tencent provides list of sequences with md5sum)
2.  BVI (YUV420), 620 sequences (Bytedance provides list of sequences with md5sum +  script for duplication last frame duplicated)
3. ALL reconstructed CTU are extracted before de-block , list of frames to be provided by Tencent and Bytedance (after check) + DVI2K training data as in training stage I
iv. Status check via e-mail  15 days
b. Model Stage III training with extracted data:
i. Random initialization (NNVC SW decide)
ii. Use all CTUs
iii. Rotation and flipping is part of training already (on the fly augmentation)
iv. Learning Rate scheduler to be provided by Qualcomm 
v. Resume of training (track of learning rate, store check-points…, must be added to the training scripts) functionality is in training scripts to be adjusted for unified model
vi.  RA and all intra  cfg results under AhG11 test condition
vii. Status check via e-mail (learning curve) + telco   15 days



	Page: 12	Date Saved: 2023-08-01
image1.png
A3y

— |

doid

e
2x1d

f

€XE
ANOD

f

n124d

f

€XE
ANOD

f

Jdoig

auog yoeg

20

Jdoig

auog yoeg

[myo]

i)
TXE€ANOD

[
XD
€XTANOD

OX[0+7D)
T X TANOD

Back Bone Block C

n124d

f

n124d

€XTANOD

XD

i

SEXE
ZAANOD

TXE€ANOD | |[TXTANOD

5% x)

i

n124d

T

TXT

ANOD
¥

Receyr

v [2]]

n124d

n124d

n124d

27

(353
ANOD

a|ess

a|ess

Receyr

[€]

29y

[t]sa

3]
ad|





image2.png
| [
dond ES
— |
ETI
<+ X [axid
<
g ﬂ_ [N H‘ doiy
= 9ExE
et
EREERR ANOD
M o
gooddd f Tyo]
g n12yd
o oo o FP=——————q ===
gagess T >5 |
TEEST S ExE “ T X € ANOD |
ANOD M I |
f [ %0 |
I m €x T ANOD I
ool |1 @ “
auog>xoeg | m EIGETI)] |
(] Tx T ANOD |
= ] * |
1@ |
1 |
! n1oyd !
RRCEL: ! !
auog yoeg “ I “
|
i “ xS _
1| €T ANOD |
n1oyd \ i
i T x0
TexE “ TxgANOD | | TxTANOD
TPANOD 1 |
aa lme oo -
n19Yd [mya]
PITXT
ANOD
L)
[ I i i i 1
BT |nteud | [ n1eud | [ noud | | n1eyd | [ n1eud | | niewd
T >
x5
T i T T i i
- T [TPTxT] [P [ pexe
~ [ ANOD | [ ANOD | | ANOD | | ANOD | | ANOD | [ ANOD
= i i i i i i
& ] 1] 1]
o el oy || €158 | |aseqqo | {sonsqo| | P 8!





image3.png
recY

1 rec?

recUV

2l

" recOV|





image4.png
Side Info

v
recY | | " NNFilterY " rect
recUV |——* NNFilter UV | " recUV

—=

Side Info





image5.png
-

war s

oo

o

Fanke, cp dacompestion

_

etationofc decompzitonin
Luma Byer hidden it

pr———

e Hidden a5 chrona)

o viasae

e spprrinatedwithce
|

. Separabk conoluton e




image6.png
Reconstructed
Frames

IFRNet

F% Ell‘ OF, tlll Optical-Flow
Conv PFRB — based
F% Eé‘ OF. é/ Operation
Down Down
Sample Sample
v
FIIM EIIM OF, Al Optical-Flow
— PFRB —'»| — based
F%/I EIZM OF tIZM Operation
T
Down Down
Sample Sample
v
Ff Ef OF, tf Optical-Flow
— PFRB —»| — based
Fg Eg 0. th Operation

GridNet
&
ResBlocks

Generated
Reference
Frame





image7.png
fuw(-; Bnw): neural network
predicting blocks of sizew X h

fully-connected layer, number

of neurons defined in the table

fully-connected layer with
7N neurons

preprocessing ‘»

hidden layers

fuw(s Onw)

{ grpldx,
grpldx,
> repldx

postprocessing

predicted block





