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1. VCM: a process of encoding and decoding video, descriptor or feature extracted from video for a machine task.
2. Machine task type: a type of computer task that can be applied to image/video or associated data, such as image classification, object detection, instance segmentation, or object tracking. 
3. Machine task: a specific instance of a machine task type, e.g., an object detection optimized for person detection 
4. Feature: data representation for a machine task including intermediate output of a network layer
5. Image classification: determining whether an object of interest is present within an image or video frame (e.g., deriving a class label for an image)
6. Object detection: determining the locations of one or more objects of interest within an image or video frame (e.g., rectangular bounding box with label of the class the object belongs to)
7. Instance segmentation: identifying the boundaries and the regions occupied by one or more objects within an image or video frame (including label of the class the object belongs to)
8. Object tracking: determining the motion trajectory of one or more objects by locating the position of each object in subsequent video frames 
9. Pose estimation: identification of posture and/or appearance of an object or person by locating key points or key features (e.g., joints, silhouette, shape, orientation) and/or tracking movement (e.g., gait) and using these to assign a label to pose.
10. Action recognition: determining if an action is being performed by a person and identifying what action is being performed by assigning a label to the detected action.
11. Multi-task: more than one machine task that are performed in series or in parallel on the output of a VCM decoder 
12. Machine analysis: a process performing a machine task utilizing the output of the VCM decoder
13. Neural Network task: a process performing a machine task implemented using a neural network, which may be divided into feature extraction (part 1) and the remainder of the neural network (part 2)
14. Human consumption: a process of using the output of the VCM decoder directly by humans
15. Feature extraction: feature extraction is a common sub-process in image or video analysis by which signal values are subject to transformations that yield features of the signal. 
16. Feature encoding: a process of transforming features into a binary representation of any form
17. Reconstructed Data: decompressed output of the VCM decoder to be consumed by a machine or a human (e.g., video, features, descriptors or combinations thereof)
18. BD-rate: a method to compare the performance of two curves of bitrate and machine task performance
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[bookmark: _Toc102042905]Motivation
Traditional coding methods aim for the best video under certain bit-rate constraints for human consumption. However, with the rise of machine learning applications, along with the abundance of sensors, many intelligent platforms have been implemented with massive data requirements including scenarios such as connected vehicles, video surveillance, and smart city. 
The sheer quantity of data being produced constantly leads previous methods with a human in the pipeline to be inefficient, and unrealistic in terms of latency and scale. There are additional concerns in transmission and archive systems which require a more compact data representation and low latency solution. This led to the introduction of Video Coding for Machines.
In some cases, machines will communicate amongst themselves to perform tasks without a human in the mix, while in others there will be a need for additional human consumption of the specific decompressed stream. This specific scenario is possible in surveillance use cases, where a human “supervisor” may occasionally search for a specific person, or scene in video. In other cases, the corresponding bitstream may be used for both human and machine consumption. In the case of connected cars, the features may be used for image enhancement functionality for humans and object segmentation and detection for machines.

[bookmark: _Toc102042906]Scope
MPEG-VCM aims to define a bitstream from encoding video, descriptors or features extracted from video that is efficient in terms of bitrate and performance of a machine task after decoding.
[bookmark: _Toc102042907]System Overview
The generic system architecture contains a pair of VCM encoder and decoder. The input of the VCM system could be video or features. In case of a feature stream, the type and format of the features should be specified. Features may take different forms. 
The decompressed bitstream of video and/or feature may then be used for post-processing tasks, which may include machine consumption tasks or hybrid machine and human consumption tasks. The encoder can be optimized for either a single task or multiple, and the size of the compressed stream should compare favorably to traditional coding techniques on the unprocessed feature or video. 
The MPEG activity on Video Coding for Machines (VCM) aims to standardize a bitstream format generated by compressing a previously extracted feature stream or video stream.
The differences between VCM and video coding with deep learning are:
1. VCM is used for machine consumption or hybrid machine and human consumption, while current video coding aims for human consumption;
2. VCM technologies could be but are not required to be based on deep learning;
VCM can achieve analysis efficiency, computational offloading and privacy protection as well as compression efficiency, while traditional video coding pursues mainly on compression efficiency.
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[bookmark: _Ref98765042]Figure 1. Examples of possible VCM architectures

Figure 1 shows five examples of possible VCM architectures. The VCM decoder could include a video decoder, a feature decoder, a descriptor decoder, or combinations thereof. 
[bookmark: _Toc102042908]Use cases
In the following subsections different use cases where a VCM standard may be applied are described.
[bookmark: _Toc102042909]Surveillance
Recently, surveillance systems have incorporated the use of neural networks for different tasks such as object detection and tracking. However, current surveillance systems often take up large amounts of bandwidth for transmission due to the number of sensors and length of video to be transmitted. Besides, the increase in the number of front-end cameras adds heavy computation loads to the back-end server where intelligent tasks are performed.
0. Intelligent Kitchen
Intelligent kitchen is one of the sub-use cases of Surveillance. It helps detect events that are potentially dangerous in the kitchen and helps ensure a safer and cleaner kitchen environment. Multiple tasks could be performed in this scenario. Action recognition is performed to prevent smoking in the kitchen, outfit recognition is performed to make sure all staff members are wearing their hats and masks properly, motion detection is performed to prevent intrusion to the kitchen after the restaurant is closed. Other than the intelligent tasks mentioned above, many more tasks could be implemented like rat detection, fire detection, gas tank detection, and beyond.
[image: ]
Figure 2. Pipeline of intelligent kitchen use case
[bookmark: _Toc102042910]Some tasks may share common up-stream tasks or pre-processing like object detection or descriptor extraction. Then, descriptors could be extracted on the front-end devices and sent to back-end server along with videos/images/features encoded by VCM codec. This could be achieved by the pipeline in Figure 1-b.
Intelligent Transportation
In a smart traffic system, cars may need to communicate features between each other and other sensors in order to perform different tasks. Sensors in the infrastructure may communicate features towards different vehicles, which then use these features to do object detection, lane tracking, etc. Final processing of these features is done on the individual vehicles.
0. Cooperative and Connected Vehicles
Cooperative and connected vehicles stand at the center of the emerging VCM standard in intelligent transportation systems. Internet of Vehicles (IoV) is expected to play a key role in the future of urban transportation systems, as they offer the potential for additional safety, increased productivity, greater accessibility, and better road efficiency. 
As an example, consider a use case scenario shown in Figure 3. The front car with multiple cameras can see the surrounding environment and detect and recognize objects such as cars, pedestrians, or street furniture or even recognize events such as traffic jams or accidents using (deep) neural networks. The processed data (feature maps) can be consumed internally for desired tasks and/or the extracted features can be compressed and transmitted through the 5G-V2X standard to other surrounding cars/infrastructure (e.g., side road cell/grid) for further analysis. Sending a standardized compact bitstream is essential for interoperability between various vendors, IoV, and IoT applications.
[image: ]
[bookmark: _Ref101369069]Figure 3. Cooperative V2X-VCM
Feature from additional input channel
Another scenario for consideration is the transmission of features extracted from additional input channels such as invisible light. Detection of invisible or hidden objects during nighttime, fog, or rainy conditions is one of the most important tasks for safety in autonomous driving. It is known that the use of multi-modalities such as RGB, IR, and LIDAR has the advantage of obtaining consistently reliable results over the use of single-modality under various difficult conditions. Furthermore, emerging ICT technologies enable communications among vehicles and infrastructures in the mobile environment. As the amount of sensor data and connectivity increases, we can expect that the need for VCM technology will also increase.
In this example scenario, the information of detected objects with original video is encoded by VCM encoder and the bitstream is transmitted via emerging telecommunication technologies for vehicles such as V2X. The connected vehicles and infrastructures can recognize hidden or invisible objects by decoding the received data, and using the data for machine-oriented tasks such as path planning and/or human-oriented tasks overlaid detection results on the video for assisted driving.
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Figure 4. Hidden/invisible object alarm

[bookmark: _Toc102042911]Smart City
With the rise of IoT, there is a high degree of interconnectivity between different node sensors and devices. It is important for these devices to communicate with each other to optimize and efficiently solve tasks. Different vendors may develop part of the VCM pipeline, and there is a need for interoperability between devices and systems. Smart City applications encompass use cases such as traffic monitoring, density detection and prediction, traffic flow prediction and resource allocation.
[bookmark: _Toc102042912]Intelligent Industry
With the rapid development of intelligent industry, the degree of automation production has been enhanced, making working environments which is unsuitable for manual work possible, and large-scale, continuous production a reality. Production efficiency and accuracy are greatly improved. Different vendors may be part of the VCM pipeline, and interoperability is required for devices to post-process the features to perform multiple tasks.
0. Steel Plate Defects Detection
[bookmark: OLE_LINK1]Steel plate defects detection is a typical sub-use case of intelligent industry. In this scenario, high precision industry cameras take pictures of the steel plates while they slowly moving on the assembly line until all plates are covered. Then, Pictures are pre-processed and encoded before sent to the back end for decoding and detection. At this stage, features are extracted by a backbone network, and encoded by the VTM feature encoder (following Figure 1-d). After the bitstream is received at the backend, they are decoded and fed into task network for analysis. The frequency that the pictures are taken is low because it is usually capped by the time complexity of the traditional codec. And this condition could be potentially improved with the help of low complexity VCM codec.
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Figure 5. Pipeline of steel plate defect detection
[bookmark: _Toc102042913]Intelligent Content
Due to the generation of huge number of video/image contents, various forms of media including conventional broadcasting and personal broadcasting are overflowing, to protect certain groups of people (i.e., people under 18) from inappropriate content is becoming a big issue. Meanwhile, the traditional manual review is time-consuming and labor-intensive. Machine vision technologies help live images/videos, short videos, and social media perform intelligent review, rating, processing, and distribution.
Video Concealment
These days CCTVs are widely used to prevent crimes or provide useful information such as regional or traffic information. However, personal privacy infringement has been a big issue in the security field. It is frequently requested to prevent abuse of personal information in public and drone images.
In this example, to solve personal privacy problems in CCTV, a VCM encoder detects a private area in each scene, and then encodes and transmits the original video after masking the private area with VCM features. At the decoder, the privacy information can be restored only when the VCM feature is utilized. In this case, the legacy video decoder can only display the privacy masked video.
[image: ]
Figure 6. Privacy control in video surveillance
Content Detection
Another example is a video analysis task such as explicit or adult content detection. As various forms of media including conventional broadcasting and personal broadcasting are overflowing, preventing children from accessing inappropriate content is becoming a big issue.
Here, we consider a video service that can prevent these harmful contents depending on the consumer’s age. In this example, the VCM encoder automatically analyzes and detects hazardous objects and scenes from video using a deep learning network. Then it encodes video and features (i.e., detected hazardous items) and simultaneously transfers them to viewers. A viewer on the VCM decoder side enters their profile information such as their age or goes through a real-time age verification step. The video and features are conditionally decoded and reproduced to the scene according to the user’s profiles. For example, videos with masked hazardous objects and scenes are reproduced for teenagers or young children and, conversely, videos with highlighted hazardous items in bold lines are reproduced only for identified adult viewers.
[image: ]
Figure 7. Content protection
[bookmark: _Toc102042914]Consumer Electronics
Consumer electronics use neural networks to provide context-aware services and information to users. It is important to communicate features with each other to obtain information to perform tasks. It can also be transmitted to an external server such as a cloud or edge server. However, when communicating using traditional video, the required network bandwidth can be burdened, and privacy may be compromised. 
VCM can also provide interoperability between devices from different vendors. Low bandwidth communication and personal information protection are also desirable.
[bookmark: _Toc102042915]VCM multi-task with descriptors
A single video stream captured by a surveillance camera can be used for a various kind of machine tasks for different purposes; identify a person or an object, track a person or an object, identify treats, etc. Figure 8 shows a multi-task architecture with descriptor example drawn from the pipeline example shown in Figure 1-b. As shown in Figure 8, each of the different machine tasks can be run in parallel, in series, or in mixed fashion. However, in order to save bandwidth to transmit the captured video and computation time of machine tasks after decoding, a machine task of which the output is commonly used as input to the other machine tasks can be performed before transmission. 
For example, if a surveillance application aims to identify and track a person or identify an object being in possession of a person, the common input or preliminary input for such machine tasks is ‘person’. Therefore, the system needs to detect ‘person’ using a machine task and transmit only portions of the detected ‘person’ in the original video to save bandwidth. 
In case of simple ‘person’ tracking, since an object detection task of ‘person’ may produce descriptors of detected person e.g., bounding box information, confidence level, id number, etc., the system only needs to utilize transmitted descriptors to track a person and does not need to re-detect ‘person’ from the decoded video, and hence, computation time and resources are reduced. 
Furthermore, if the additional machine tasks require decoded video as input, the descriptor can reduce computational time and resources. For example, if an additional machine task type is a gait detection to identify a person with a walking disability, the system can extract the ‘person’ portion from the decoded video using a descriptor instead of re-detecting ‘person’. The following sub-clauses gives step-by-step examples of a use case on VCM multi-task use case with descriptors.
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[bookmark: _Ref102041402]Figure 8. Example of VCM multi-tak with descriptor
Preliminary operation (common operation)
a. The VCM encoder operation
· A surveillance video is fed into the VCM encoder.
· The encoder performs object detection tasks to detect pre-defined targets such as humans, cars, animals, etc.
· Using descriptor from the object detection task, the encoder extracts the latent video.
· The descriptors and extracted latent videos are encoded and multiplexed to be streamed to the VCM decoder as a single bitstream
b. VCM decoder operation
· The bitstream is demultiplexed and decoded for further machine tasks
Use case 1: Simple person tracking
a. Using descriptors, track object class ‘person’.
Use case 2: Specific person tracking
a. Using descriptors, extract portion from the decoded video containing humans.
b. Apply additional machine tasks such as gait, height, clothing colour, and hair colour detection to identify the human of interest.
c. Track the target.
Use case 3: Potential criminal/terrorist tracking
a. Using descriptors, extract portion from the decoded video containing humans.
b. Apply additional machine tasks to detect arms and weapons to identify a person in possession of such items.
c. Track both the person possessing the weapon and the weapon itself in case the weapon gets transferred to another person or the person hides the weapon in a bag or under an overcoat.
Use case 4: Threat alert
a. While tracking a human of interest from the use case 3, apply action recognition task.
b. If the person possessing the weapon tries to use the weapon in possession, alert the area.
[bookmark: _Toc102042916]Requirements
a) VCM shall support video coding for machine task consumption purposes. 
Description: The specification shall enable bitstream to be decompressed to perform a machine task of various kinds.
b) VCM shall support feature coding. (Feature coding)
Description: VCM shall support the input of feature map.
c) VCM shall support a coding efficiency improvement for at least 30% BD-rate over the VVC standard on machine vision tasks. (video coding)
d) VCM shall support a broad spectrum of encoding rates.
e) VCM shall support various degrees of delay configuration.
Description: Ultra-low latency of less than one picture interval could require encoding and decoding operation without picture re-ordering and at units less than a picture. Streaming applications or similar could enable hierarchical coding of pictures and hence incur picture re-ordering delay in encoding and decoding. (Video coding, need further discussion on feature coding)
f) VCM shall be agnostic to network models. (Video/Feature coding)
g) VCM shall be agnostic to machine task types. (Video/Feature coding)
h) VCM shall provide description of the meaning or the recommended way of using the decoded data. (Feature coding)
i) VCM should support the use and inclusion of information such as descriptors in its bitstream. (Feature/Video coding)
j) A single VCM bitstream shall support any number of instances of machine tasks. (video coding/feature coding)
k) VCM shall support at least the following colour formats; monochrome, RGB, and YUV (YCbCr). (Video coding)
l) VCM shall support at least the following input bit depths: 8-bit and 10-bit. (Video coding)
Note: Other bit depth supports are not prohibited. YCbCr color spaces with 4:0:0, 4:2:0 and 4:4:4 sampling, 8 and 10 bits per component shall be supported. RGB with 4:4:4 sampling, 8 and 10 bits per component shall be supported. BT709 and BT2100 color gamuts shall be supported.
m) VCM complexity shall allow for feasible implementation within the constraints of the available technology at the expected time of usage.
n) VCM shall support rectangular picture format up to 7680x4320 pixels (8K).
o) VCM shall support fixed and variable rational frame rates for video inputs.
p) VCM shall support any input source from video or image.
Note: For example, the source content may be camera-captured or may have text or graphics overlaid onto a camera-captured scene.
q) VCM shall support privacy and security (Mandated by ISO)
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[bookmark: _Toc102042917] Additional Use cases
The following machine vision and hybrid machine-human vision use cases can benefit from a system that uses VCM for compression.
[bookmark: _Toc87888664][bookmark: _Toc102042918]Machine vision use case list
	item
	Machine-oriented Analysis Use Cases
	Description
	Techniques

	1
	Unmanned store

	Tracking customer activity, check items in shopping cart
	Object detection, Pose estimation, Object tracking, Stereoscopic and multiview video processing

	2
	Unmanned Warehouse/Store Robot
	Robot navigation, stocking, inventory checking
	Detection, Segmentation, Classification, Stereoscopic and multiview video processing

	3
	Smart Retailer
	Shopping Center Customer Group Analysis, detect hot spot inside store by customer age or gender, Customer Traffic information
	Detection, Heat map, Activity analysis, Stereoscopic and multiview video processing

	4
	Smart fishery/ agriculture
	Detect diseases
	Detection, Classification

	5
	UAV
	Real time environment monitoring and automatic collision avoidance

	Detection, Segmentation, Tracking, Stereoscopic and multiview video processing



[bookmark: _Toc102042919]Hybrid human and machine vision use case list
	item
	Combined Machine and Human representation Use Cases
	Description
	Techniques

	1
	AR/VR and Video Game Goggles

	Capture live video and detect environment elements 
	Detection, Segmentation, Pose Estimation, Tracking, Stereoscopic and multiview video processing

	2
	Sports Game animation

	From live game video, create animation
	Detection, Segmentation, Tracking, Stereoscopic and multiview video processing

	3
	Smart Glasses
	Record daily activity log,
Navigation (indoor/outdoor w/o GPS),
Video recording wake up
	Object detection, Segmentation, Stereoscopic and multiview video processing




[bookmark: _1316530261][bookmark: _1318796773][bookmark: _1316535432][bookmark: _1325554413][bookmark: _1316533934][bookmark: _1325555141]
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