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How to assess/ define 
quality of experience in 

immersive realities?

How do we actually 
behave in immersive 

realities?

• Can we identify dominant behaviours 
(e.g., experiences)?

• Can we quantify users’ similarity in their 
navigation?

• Can we profile users? 

• How much the virtual experience is affected 
by external factors (e.g., video content 
features, video quality)? 

Image Credit: https://upload.wikimedia.org/wikipedia/commons/0/04/Mobile_World_Congress_2017_%2838277560286%29.jpg



Why?
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VR therapists Live performance

Coding-streaming optimisation

Mu Mu et al, “User attention and behaviour in virtual reality encounter”, 2020 
WHIST, AoE 2019 



Do we have good tools 
already to study users’ 

behaviour?



User Behaviour Analysis in VR system

Traditional metrics

Scenario A Scenario B

Do these metrics fully capture users’ behaviour?
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• Mean exploration angles 
• Heat map 

• Angular velocity 
• Frequency of fixation

FAIL



Our Main Goal

To design metrics and methodologies to analyse users’ 
behaviour in 360-degree videos aiming at 

• identifying dominant behaviours of immersive navigation  

• quantifying similarities across contents and across users   

• analysing and quantify the level of interaction of the user 
with the content
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User Behaviour Analysis in VR system

D) User’s Trajectories Analysis
v1 v2 vj. . .

uiui

A)  Experiments B)  Raw Data Collected

users

video C) Pre-Processing

ui = < (x1, t1), . . , (xn, tn) >

users

video
Intra-user behaviour 

analysis:

 Actual Entropy  
 Fixation map Entropy

To characterise the 
navigation of each user 
over time against different 
video contents. 

Inter-user behaviour analysis

User Affinity Index

To study the behaviour of a single user in 
correlation with others in the same content. 



User Navigation in 3-DoF
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[1] S. Rossi, F. De Simone, P. Frossard, and L. Toni. 2019. Spherical Clustering of Users Navigating 360◦ Content. 
In IEEE International Conference on Acoustics, Speech and Signal Processing.

Distance as metric to assess user similarity

Clique-based clustering to detect user with 
similar behaviour (looking at the same viewport)

Distance between viewport centres as proxy of 
viewport overlap [1]

10 S. Rossi, et al.

Fig. 3. Boxplots per viewing device of Users’ A�inity Index (UAI) for each video in the dataset. The lower and
upper side of the rectangular represents 25% and 75% percentile, respectively. While diamond is the mean
value of User A�inity Index (UAI) per the entire video.

� in all di�erent settings and video of the test. As expected, this is evident in Action and Movie
categories, while less present in the Documentary contents, that usually have a less dominant focus
of attention. In this latter case, the interaction is device-dependant, with a more spread distribution
of viewport’s centers with HMD when compared to laptop and devices.

4.2 Looking for Users’ Similarities
The metrics studied in Section 4.1 reveal general and useful features of users’ behaviour, however
they do not necessary provide an answer to one simple and yet crucial question: “Canwe predict users’
behaviour?". Without pretending to fully answer to this question with the following data analysis,
we truly believe that a key information to grasp is “Do users behave similarly?". This is the key as
users with poor similarity in the navigation are highly challenging to predict. This motivates the
following analysis, aimed at identifying behaviour similarities among users, across video content
and/or devices; hence, the importance of developing metrics able to capture this information.
Speci�cally, we analyse our dataset with the clique-based clustering algorithm presented in [44],
which is able to identify users clusters based on their consistency in the navigation. In practice,
the algorithm detects and puts together users that consistently display similar viewports over
time while consuming the ODV content. Also, this is done by taking into account the spherical
geometry of the ODVs. We therefore introduce a novel metric (based on the clique-based clustering
algorithm) to better re�ect similarity among users’ navigation trajectories within the same given
ODV. We de�ne this metric as the User A�nity Index (UAI), given as follows:

UAI =

ÕC
i=1 xi ·wiÕC
i=1wi

(1)

where C is the number of clusters detected in a frame by the clique-clustering2, xi is the % of users
(i.e., out of the whole population/users sampled) in cluster i andwi is the number of users in cluster i .
In other words, the UAI represents the weighted average of cluster popularity (i.e., how many users

2The clique-based clustering is applied with a geodesic distance threshold equal to � /8.

ACM Trans. Multimedia Comput. Commun. Appl., Vol. , No. , Article . Publication date: 2019.

• C: number of clusters detected in a frame by 
the clique-clustering  

• xi :  % of users in cluster i 
• wi : number of users in cluster i

Affinity metric



Results - Clustering of Trajectories
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Chapter 4. Toward User Prediction in Virtual Reality

(a) Rollercoaster video

(b) Timelapse video

Figure 4.12: User size clusters over time with Clique Clustering.

57
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Analysis based on Clusters 
➡Users similarly behaving 



Viewport angular velocity

• Users dynamically navigate more the content with laptop 
• Movie are explored slower with all devices 
• HMD has the lowest speed across devices and video categories
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Users’ behaviour changes not only based on the video content 
categories but also on the selected viewing devices
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• In contents with no main focus of attention, users 
experience a low affinity, which is interestingly not 
perturbed by the viewing device.  

• Users tend to explore content characterised by a 
dominant focus of attention in a very similar way.  

• In content with a main focus of attention, the user 
affinity is strongly related to the selected viewing 
device. In particular, the HMD leads to quite similar 
navigation among users.

Take Home Message
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User Navigation in 6-DoF
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• The head is the only “interface”   
  for interacEvity 

•The media is displayed from an    
 inward posiEon
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From 3-DoF to 6-DoF: New Metrics and Tools to
Analyse Users’ Behaviour in VR (?)

Michael Shell, Member, IEEE, John Doe, Fellow, OSA, and Jane Doe, Life Fellow, IEEE

Abstract—{SR: from ICIP paper still to be updated} Thanks to

recent advances in computer graphics, wearable technology, and

connectivity, Virtual Reality (VR) has landed in our daily life. A

key novelty in VR is the role of the user, which has turned from

merely passive to entirely active. Thus, improving any aspect

of the coding–delivery–rendering chain starts with the need

for understanding user behaviour. To do so, we investigate the

navigation trajectories of users within a 6-DoF VR environment.

Specifically, we investigate the main differences and similarities

between 3 and 6-DoF navigation through existing methodologies

adopted to study user behaviour in 3-DoF settings. Our sim-

ulation results, based on real navigation paths of users while

displaying dynamic volumetric media in 6-DoF conditions, show

the limitations of clustering algorithms for 3-DoF in assessing

user similarity in 6-DoF. Given these observations, we state the

need for developing new solutions for the analysis of 6-DoF

trajectories.

Index Terms—IEEE, IEEEtran, journal, LATEX, paper, tem-

plate.

I. INTRODUCTION

V
IRTUAL reality technology has revolutionised how users
engage and interact with media content, going beyond

the passive paradigm of traditional video technology, and
offering higher degrees of immersiveness and interaction. In
Virtual Reality (VR) settings, the viewer is provided with a
VR device – typically a head-mounted display (HMD) – and
is enabled to freely navigate the immersive scene and display
only the portion of the environment around him/herself, named
viewport. Depending on the enabled locomotion functionalities
in the 3D space, VR environments can be classified as 3- or 6-
Degrees-of-Freedom (DoF). In the first scenario, the de-facto
multimedia content is an omnidirectional or spherical video,
which represents an entire 360� environment on a virtual
sphere. The viewer is virtually positioned at the centre of a
sphere (Fig. 1 (a)). The media is displayed from an inward
position, and the viewer can interact with the content only by
changing the viewing direction (i.e., by looking up/down or
left/right or tilting the head side to side). In a 6-DoF system
beyond the previous rotational head movements, the user can
also change viewing perspective because is now allowed to
naturally walk and jump inside the virtual space. The scene
is indeed populated by volumetric objects (i.e., meshes or

M. Shell was with the Department of Electrical and Computer Engineering,
Georgia Institute of Technology, Atlanta, GA, 30332 USA e-mail: (see
http://www.michaelshell.org/contact.html).

J. Doe and J. Doe are with Anonymous University.
Manuscript received April 19, 2005; revised August 26, 2015.

(a) 3-DoF (b) 6-DoF

Fig. 1. Viewing paradigm in 3- and 6-DoF VR.

point clouds) which are observed from an outward position
(Fig. 1 (b)). This extra-level brings the virtual experience even
closer to reality: a higher level of interactivity makes the user
feels more immersed within the virtual environment [1].

Despite their differences, the common denominator of both
3- and 6-DoF systems is the user as the main driver of the
content being displayed. In other words, both type of environ-
ments define a user-centric era, in which content preparation,
streaming, as well as rendering need to be tailored to the
users’ interaction to remain bandwidth-tolerant whilst meet-
ing quality and latency criteria. Media codecs, for example,
are optimised in such a way that the quality experienced
by the user is maximised [2], [3]. Analogously, streaming
platforms should also ensure smooth navigation in the scene
to make the user experience real as much as possible [4].
However, each user within an immersive environment might
have a different interaction with the content thus, maximising
the experience per single viewer is highly challenging. The
uncertainty of users’ interactivity jointly with the low-delay
and yet high-quality requirement to ensure smooth navigation
can be addressed by either sending the entire content to
any user (pushing available bandwidth to the limit) or by
predicting users behaviour. Hence, there is a compelling need
to understand how users interact with the immersive content
to enable such user-centric systems [5], [6], [7].

Thanks to the large availability of public datasets [8], [9],
[10], [11], user navigation in 3-DoF systems has been already
deeply investigated [12], [13]. These studies have shown the
vast benefits of analysing key behavioural aspects of users
while exploring a 3-DoF scenario not only in immersive media
processing [14], [15], [16] but also for omnidirectional movie
editing [17], automatic categorisation [18], and analysis of
emotion annotation [19] {SR: not sure about this!}. These
benefits currently apply only to 3-DoF , as users’ behaviour in

• The user has now the freedom to  
  move inside the VR space 

• The media is displayed from an    
  outward posiEon
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point clouds) which are observed from an outward position
(Fig. 1 (b)). This extra-level brings the virtual experience even
closer to reality: a higher level of interactivity makes the user
feels more immersed within the virtual environment [1].

Despite their differences, the common denominator of both
3- and 6-DoF systems is the user as the main driver of the
content being displayed. In other words, both type of environ-
ments define a user-centric era, in which content preparation,
streaming, as well as rendering need to be tailored to the
users’ interaction to remain bandwidth-tolerant whilst meet-
ing quality and latency criteria. Media codecs, for example,
are optimised in such a way that the quality experienced
by the user is maximised [2], [3]. Analogously, streaming
platforms should also ensure smooth navigation in the scene
to make the user experience real as much as possible [4].
However, each user within an immersive environment might
have a different interaction with the content thus, maximising
the experience per single viewer is highly challenging. The
uncertainty of users’ interactivity jointly with the low-delay
and yet high-quality requirement to ensure smooth navigation
can be addressed by either sending the entire content to
any user (pushing available bandwidth to the limit) or by
predicting users behaviour. Hence, there is a compelling need
to understand how users interact with the immersive content
to enable such user-centric systems [5], [6], [7].

Thanks to the large availability of public datasets [8], [9],
[10], [11], user navigation in 3-DoF systems has been already
deeply investigated [12], [13]. These studies have shown the
vast benefits of analysing key behavioural aspects of users
while exploring a 3-DoF scenario not only in immersive media
processing [14], [15], [16] but also for omnidirectional movie
editing [17], automatic categorisation [18], and analysis of
emotion annotation [19] {SR: not sure about this!}. These
benefits currently apply only to 3-DoF , as users’ behaviour in

Is the position of viewport center over time enough 
to identify user behaviour ? 

How to assess user behaviour similarity in 6-DoF?



Distance Metrics
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To verify if the overlap ra<o  can be 
subsEtuted with a distance between 
users, we consider 4 different distance 
metrics: 

Oi,j
t

•  → euclidean distance between  user  
            posiEons in the space 

•  → euclidean  distance between      
            viewport centres on PC 

•  → geodesic  distance between   
           viewport centres on PC 

•  →  cityblock distance between   
            viewport centres on PC

L2
x xi

t , x j
t
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p pi
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Why do we need a new clustering?
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(a) Ground-truth (Oth = 75%) (b) w1 (single feature metric) (c) w2 (single feature metric)

(d) w3 (single feature metric) (e) w4 (single feature metric) (f) w5 (multi-feature metric)

(g) w6 (multi-feature metric) (h) w7 (multi-feature metric) (i) w8 (multi-feature metric)

Fig. 4. Cluster results in frame 50 of sequence PC1 (Longdress). Each dot represent a user on the virtual floor while the blue star stands for the volumetric
content. In the legend, per each cluster with more than 2 users are reported on brackets the following values: number of users included in the cluster, averaged
pairwise viewport overlap and corresponding variance within the cluster.{SR: not sure if having this legend or remove the variance of the overlap in order
to add some label.}

given based on each proposed similarity metric (Fig. 4 (b-
i)). In particular, each user is represented by a point on the
VR floor which is coloured based on the assigned ID cluster,
whereas the volumetric content is symbolised by a blue star.
For each relevant cluster (i.e., cluster with more than 2 users),
we provide in the legend the following results: number of
users inside the cluster, and the average and variance of the
overlap ratio O among all users within the cluster. Finally,
we represent the remaining users which are in either single or
couple-cluster as black points; the total number of these users
is also provided in the legend.
We can notice that single feature metrics (Fig. 4 (b-e)) have
the tendency to create very populated clusters but with a
low overlap ratio. For instance, w3 and w4 generate a main
big cluster with 18 and 19 users, respectively, while the
corresponding overlap ratio drops drastically to 0.62. The only

exception is given by w1, which generates a variable set of
clusters with consistent values of overlap ratio, over 0.64. Let
us now consider as an example users 13, 15 and 17, which,
considering the ground-truth metric (Fig. 4 (a)), form their own
cluster (i.e., ID 5) with an high overlap ratio (0.83), and user
24, who is quite isolated from other users and belongs to a
single cluster. We can notice that w2 and w4 fail in detecting
the group of user 13, 15 and 17 as similar, dividing them
instead in different clusters. On the other hand, w3 detects
this similarity, but puts user 24 in a relevant clusters (ID 1).
From these observations, we can notice that the projection of
the viewport centre on the volumetric content, which forms
the basis of w3 and w4, is not sufficient to correctly identify
similar users. Analogously, considering only the difference in
terms of the relative distance between the user and volumetric
content, as done in w2, does not allow to detect similarity
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given based on each proposed similarity metric (Fig. 4 (b-
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us now consider as an example users 13, 15 and 17, which,
considering the ground-truth metric (Fig. 4 (a)), form their own
cluster (i.e., ID 5) with an high overlap ratio (0.83), and user
24, who is quite isolated from other users and belongs to a
single cluster. We can notice that w2 and w4 fail in detecting
the group of user 13, 15 and 17 as similar, dividing them
instead in different clusters. On the other hand, w3 detects
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From these observations, we can notice that the projection of
the viewport centre on the volumetric content, which forms
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similar users. Analogously, considering only the difference in
terms of the relative distance between the user and volumetric
content, as done in w2, does not allow to detect similarity

Ground truth clustering (75% 
overlap threshold)

Clustering from 3DoF (based 
on viewport center only)

New clustering for 6DoF 
(taking into account users’ 
position)
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User Behaviour Analysis in VR system

D) User’s Trajectories Analysis
v1 v2 vj. . .

uiui

A)  Experiments B)  Raw Data Collected

users

video C) Pre-Processing

ui = < (x1, t1), . . , (xn, tn) >

users

video
Intra-user behaviour 

analysis:

 Actual Entropy  
 Fixation map Entropy

To characterise the 
navigation of each user 
over time against different 
video contents. 

Inter-user behaviour analysis

User Affinity Index

To study the behaviour of a single user in 
correlation with others in the same content. 



A key quantity in information theory that measures the uncertainty 
associated with an event.

Intra-User behaviour metrics

Entropy

H(X) = − ∑
x∈X

p(x)log(p(x))

 Actual Entropy

Introduced as a proxy of predictability of human mobility patterns [1], 
the actual entropy quantifies the information carried within a given 
trajectory.

[1] C. Song, Z. Qu, N. Blumm, and A. Barabási. 2010. Limits of predictability in  human mobility. Science. 

Hact(X) ≈ ( 1
n

n

∑
t=1

λt)
−1

log2(n)
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Intra-User behaviour analysis
A 

B 

X. Corbillon, F. De Simone, and G. Simon. 2017. 360-degree video head movement dataset.  
In Proceedings of the 8th ACM on Multimedia Systems Conference. 
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Intra-User behaviour analysis
A 

B 

X. Corbillon, F. De Simone, and G. Simon. 2017. 360-degree video head movement dataset.  
In Proceedings of the 8th ACM on Multimedia Systems Conference. 

2
46
81012141618
20
22

24
26

28 30323436 38
40
42

44464850525456
5860

2
46

8 10
12
14 16

18
20

2224 26
283032

34

36 38 404244
46

48
50 52

54
56

58
60

2
4681012 1416182022

24
26 28 30

32

3436
38
40

42444648
50

525456
58

60

User 30:  = 0.12 
                       = 0.21·10−2  

Hact(X )
H(M )

User 48:  = 0.65 
                       = 0.43·10−2  

Hact(X )
H(M )

User 49:  = 0.28 
                       = 0.32·10−2  

Hact(X )
H(M )

➡ High  indicates more  
 randomness in the navigation

Hact



Intra-User behaviour analysis
A 

B 

X. Corbillon, F. De Simone, and G. Simon. 2017. 360-degree video head movement dataset.  
In Proceedings of the 8th ACM on Multimedia Systems Conference. 

➡ Users profiling (high- low- interaction) despite 
the content 



• We need to study, understand, and predict users behaviour in 
immersive tools            New tools needed for this study 

• Clusters are meaningful if identifying users looking at the same 
portion of content 

• Deeper analysis showed us correlation between content-device 
and level of interactivity  

• User interactivity can be a good metric for system design and 
QoE assessment 

Conclusions
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What’s the link? (Future Directions)

23

How do assess/ define 
quality of experience in 

immersive realities?
?

How do we actually 
behave in immersive 

realities?

• When studying QoE, should we focus on dominant behaviours? (Should 
we discard outliers?) 

• What are the key trajectories/interactions experienced by the users? 

• Does quality impact behaviour and QoE in immersive systems?  

• Is the similarity in users behaviour related to the quality of the 
experience?



Thank You! Questions?
Learning and Signal Processing Lab 

UCL 
https://laspucl2016.com
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