	INTERNATIONAL ORGANIZATION FOR STANDARDIZATION
ORGANISATION INTERNATIONALE DE NORMALISATION
ISO/IEC JTC 1/SC 29/WG 5
MPEG JOINT VIDEO CODING TEAM(S) WITH ITU-T SG 16

	ISO/IEC JTC 1 / SC 29 / WG 5 N 88

	Online, 6–15 October 2021

		Title:  
	Exploration experiment on neural network-based video coding (EE1)

	Source:  
	Convenor (Jens-Rainer Ohm)

	Type:
	General

	Subtype:
	N/A

	Status:
	Approved

	Date:
	2021-11-02

	Expected Action:
	Info

	Action due date:
	N/A

	No. of pages
	10 (without this cover page)

	Email of convenor:
	ohm @ ient . rwth-aachen . de

	Committee URL:
	[bookmark: _Hlk77393839]https://sd.iso.org/documents/ui/#!/browse/iso/iso-iec-jtc-1/iso-iec-jtc-1-sc-29/iso-iec-jtc-1-sc-29-wg-5









	Joint Video Exploration Team (JVET)
of ITU-T SG 16 WP 3 and ISO/IEC JTC 1/SC 29
24th Meeting, by teleconference, 6–15 October 2021
	Document: JVET-X2023-v3



	Title:
	Exploration Experiments on Neural Network-based Video Coding (EE1) 

	Status:
	Output Document to JVET 

	Purpose:
	Report

	Author(s) or
Contact(s):
	E. Alshina, S. Liu, W. Chen, F. Galpin, Y. Li, Z. Ma and H. Wan
	Email:
	elena.alshina@huawei.com, shanl@tencent.com,
chenwei06@kwai.com,
Franck.Galpin@InterDigital.com,
yue.li@bytedance.com, mazhan@nju.edu.cn,
hongtaow@qti.qualcomm.com

	Source:
	EE coordinators


_____________________________
Abstract
This document describes Exploration Experiments (EEs) planned to be performed between the JVET-X and JVET-Y meetings to evaluate Neural Network-based Video Coding (NNVC) technologies, analyze their performance, and analyze their complexity aspects.
Introduction 
The major goal of the NNVC Exploration Experiments during this meeting cycle is to organize cross-checks. The cross-check for NN-based proposals (as was agreed in [1]) includes:
i. Verification of inference stage by conducting testing under NNVC CTC [2] and reporting rate distortion performance relatively to anchor.
ii. Review and confirmation for complexity parameters requested in [2] 
a. among all complexity parameters the worst case kMAC/pxl, total memory size for all MB and precision for parameters expected to be shown in EE1 summary report (Fig. 1)
iii. Verification of training procedure.

Tests will be conducted in three categories: enhancement filters, super-resolution methods and intra prediction.  
Proponents of enhancement filters are encouraged to provide performance results for two configurations: (a) the proposed filter used as in-loop filter and (b) the proposed filter used as a post-processing filter.
All proponents must use AhG11 anchor [2] (VTM-11.0 + “newMCTF” patch [3], QP=22, 27, 32, 37, 42) and the reported template recommended by AhG11. For tests on top of ECM ECM3.0 is an anchor.
Proponents are encouraged to report both CPU and GPU decoding run time.
Test results and complexity analysis reporting template [2] are expected to be uploaded together with final software by the T4 deadline specified in section “Timeline”.
Discussions with regards to this EE are expected to be conducted in JVET reflector.  





Fig. 1. Examples: Expected form of complexity-performance tradeoff analysis for EE1 tools
1. Exploration experiments on Enhancement filters 
	Test
	Proposal
	#sub-tests
	Proponent 
	Contact 
	Cross-checker

	1.1
	JVET-X0055
	2
	Tencent 
	liqiangwang@tencent.com
	XIE ZHIHUANG

	1.2
	JVET-X0066


	2
	Bytedance, Qualcomm

	yue.li@bytedance.com 
hongtaow@qti.qualcomm.com
 
	J. Sauer (Huawei) , J. Ström (Ericsson) Test 1.2.1 
Z. Dai (OPPO) Test 1.2.2

	1.3
	JVET-X0094

	3
	Dahua

	jiang_dong@dahuatech.com
	K. Takada (Sharp) Tests 1.3.1,2,3


1.1 JVET-X0055 AHG11: neural network based in-loop filter with constrained storage and low complexity [L. Wang, X. Xu, S. Liu (Tencent)]

The reconstructed image after LMCS is fed into the network. Then, the output of NN filter is processed by ALF and CCALF. Chroma (U and V) channels are up-sampled and down-sampled in the pre-processing and post-processing, respectively.[image: ]
[bookmark: _Ref76024363]Fig. 2 The pre-processing and post-processing units in JVET-X0055

Along with the reconstructed image (rec_yuv), the prediction image (pred_yuv) and the partition image (par_yuv) are also fed into the network.

Based on the un-filtered reconstructed image, the partition image is generated by setting each sample value into the average value of the whole partition block. It needs to be explained that the base QP is fed only for the network of the B slice, and the partition image is not fed for the B slice.

In addition the ResBlock is also modified as shown in Fig. 2. The convolutional block attention module (CBAM) is inserted, and the convolution in the skip-layer connection is canceled

[image: ]
[bookmark: _Ref75876603][bookmark: _Ref75947422][bookmark: _Ref83826727]Fig. 3: Network architecture in JVET-X0055

There are 2 goals of this experiment:
· to clarify complexity / performance impact of usage partitioning as extra input
· to search for the best complexity / performance trade-off 
Test 1.1.1: Study the trade-off based on the network structure in JVET-X0055.
Test 1.1.2: Remove the partitioning as an input, based on the test 1.1.1.
1.2 JVET-X0066 EE1-1.6: Combined Test of EE1-1.2 and EE1-1.4
This test evaluates the effectiveness of the deep in-loop filter presented in JVET-X0066. First, the proposed filter takes auxiliary information as input. Second, external attention mechanism is introduced. Third, a slice or block could determine whether to apply the CNN-based filter or not. When the CNN-based filter is determined to be applied to a slice/block, the filtering parameter selected from multiple candidates is further decided. At last, when a NN filter is being applied to reconstructed pictures, the difference between the input samples and the NN filtered samples (residues) are scaled by the scaling factors before being added to input samples.

[image: ]
Fig. 4. Neural network structure in Test 1.2 (JVET-X0066).

Test 1.2.1: VTM anchor with the deep filter presented in JVET-X0066.
Test 1.2.2: ECM anchor with the deep filter presented in JVET-X0066.
1.3 JVET-X0094 AHG11: A Deep In-Loop Filter with Frame Level Flag [X. Zhang, C. Fang, S. Peng, D. Jiang, J. Lin (Dahua)]

Tested to be conducted described below:


(a)


(b)
Fig. 5. Variants of neural network architectures in JVET-X0094.

Goal of this experiment is to clarify an impact of Chroma as additional input for Luma NN-based filtering.
Test 1.3.1, Luma only (a) without chroma input
Test 1.3.2, (a) only (with chroma input)
Test 1.3.3, (a) + (b), the proposed method in JVET-X0094


2. Exploration experiments on NN-based super resolution
	Test
	Proposal
	#sub-tests
	Proponent 
	Contact
	Cross-checker

	2.1
	JVET-X0117
	1
	AhG11
	johannes.sauer@huawei.com 
	K. Andersson (Ericsson)

	2.2
	JVET-X0107
	3
	Qualcomm
	kreuz@qti.qualcomm.com 
	

	2.3
	JVET-X0064
	2
	Bytedance
	linchaoyi.cy@bytedance.com
	J. Sauer (Huawei) 

	2.4
	JVET-X0081
	1
	Bytedance
	linchaoyi.cy@bytedance.com
	



It is supposed to enable RPR and select QP for down-sampled video coding adaptively in order to avoid crossing of BD-rate curves, minimize difference to target rate and simplify viewing tests. Same setting will be share by all proponents in this category. 
2.1. VVC RPR
RPR is enabled in VTM, scaling factor 2 (both horizontally and vertically). All frames are coded in quarter resolution, then up-sampled with VVC RPR filters.  RPR is tested as coding tool, enabled only if it gives compression benefits compared to full-size coding, otherwise regular VVC full-size coding is used. Additional criteria of adaptive enabling RPR is no rate-distortion curves crossing. QPs for low-resolution video coding selected to ensure minimum difference to the anchor target rates. 
Test 2.1.1: Adaptive enabling VVC RPR 2.
2.2 JVET-X0107 EE1-2.3: Neural Network-based Super Resolution [K. Reuzé, A. M. Kotra, J. Chen, H. Wang, M. Karczewicz, J. Li (Qualcomm)]

Technology was proposed in JVET-U0099 and participated in EE1 as JVET-V0096, JVET-W0105.
Algorithm description:
· Conceptually the same as RPR in VVC, instead standardized predetermined coefficient up-sampling filter in RPR learnable super-resolution NN is used
· YUV4:2:0 converted to YUV 4:4:4
[image: ]
Fig. 6. Neural network structure in Test 2.2 (JVET-X0107).

The goals of this experiment is to search for the best complexity / performance trade-off 
Test 2.2.1: Sequence-based super resolution 
Test 2.2.2: Test different complexity or network structure to study the trade-off 
Test 2.2.3: Perform up and down-sampling only for the luma component 
2.3 JVET-X0064 EE1-2.2: CNN-based Super Resolution for Video Coding Using Decoded Information [C. Lin, Y. Li, K. Zhang, L. Zhang (Bytedance)]
This test evaluates the effectiveness of the CNN-based super resolution proposed in JVET-X0064. The decoded information is fed into the up-sampling networks designed for luma and chroma components, respectively.
The up-sampling model for the luma component is fed with: (i) QP, (ii) luma samples of reconstruction, (iii) luma samples of prediction. 
The up-sampling model for the chroma component is fed with: (i) luma samples of reconstruction, (ii) QP, (iii) chroma samples of reconstruction，(iv) chroma samples of prediction. 
[image: Chart, waterfall chart

Description automatically generated]
Fig. 7. Luma neural network structure in Test 2.3 (JVET-X0064).


[image: Chart, waterfall chart

Description automatically generated]

Fig. 8. Chroma neural network structure in Test 2.3 (JVET-X0064).
Test 2.3.1: VTM-11-NNVC anchor with JVET-X0064
Test 2.3.2: Find a simplified model to study the trade-off
2.4 JVET-X0081 EE1-related: CNN-based Super Resolution for Video Coding Using Separate Networks for Chroma Components [C. Lin, Y. Li, K. Zhang, L. Zhang (Bytedance)]
This test evaluates the effectiveness of the CNN-based super resolution proposed in JVET-X0081. Separate models for up-sampling the U and V components are tested.
The up-sampling model for the chroma component (U or V component) is fed with: (i) luma samples of reconstruction, (ii) QP, (iii) chroma samples of reconstruction(iv) chroma samples of prediction. 
[image: Chart, waterfall chart

Description automatically generated]
Fig. 9 Up-sampling network for U component in Test 2.4 (JVET-X0081)
[image: Chart, waterfall chart

Description automatically generated]
Fig. 10 Up-sampling network for V component in Test 2.4 (JVET-X0081)
Test 2.4.1: VTM-11-NNVC anchor with JVET-X0081


3. Exploration experiments on NN-based intra prediction
	Test
	Proposal

	#sub-tests
	Proponent
 
	Contact
	Cross-checker

	3.1
	JVET-X0118


	2
	InterDigital


	Thierry.Dumas@interdigital.com
	
Z. Dai (OPPO) (Test 3.1.2)


3.1. JVET-X0118 EE1-3.1: BD-rate gains vs complexity of NN-based intra prediction [T. Dumas, F. Galpin, P. Bordes (InterDigital)]
Technology participated in EE1 as JVET-W0081, inference was successfully cross-checked. Performance of integer implementation is almost identical to float-point one, 
  The single additional neural network-based intra prediction mode is made of  neural networks, each predicting blocks of a different size in 

[image: Diagram

Description automatically generated]
Fig. 11. Test 3.1 (JVET-X0118): prediction of the current  block  from its context  of decoded reference samples via the neural network , parametrized by , belonging to the single additional neural network-based intra prediction mode. Here, , , and 

If , . Otherwise,  and 

The neural network predicting the current  block is fully-connected if . In this case, the neural network architecture is described in Table below.

	layer index
	input
	layer type
	number of neurons
	non-linearity

	1
	
	fully-connected
	
	LeakyReLU

	2
	1
	fully-connected
	
	LeakyReLU

	3
	2
	fully-connected
	
	-


[bookmark: _Ref52295046]Table: architecture of the neural network predicting the current  block,  In the column “input”, a number refers to the index of the layer whose output is the input to the current layer. The layer of index  returns .

The neural network predicting the current  block is convolutional if . 
[image: Diagram

Description automatically generated]Fig. 12. Test 3.1 (JVET-X0118): architecture of the neural network predicting the current  block,  The “flattening” operation flattens its input stack of feature maps. The “concatenation” operation concatenates its two input vectors into a single vector. 

More details about technology can be found in JVET-T0073.

The goal of EE test this time will be to study performance on top of ECM.

Test 3.1.1: VTM anchor with the NN-based Intra presented in JVET-X0118, using integer low-complexity implementation.
Test 3.1.2: ECM anchor with the NN-based Intra presented in JVET-X0118, using integer low-complexity implementation.


4. Visual test 

For visual test sequences and QPs for anchor and RPR coding (to be prepared by AhG11) will be selected at teleconference (T3 deadline specified in section “Timeline”).

During telco proponents can provide suggestions which video sequences to be included to the viewing. Candidates recommended for the viewing need
· select matching rate points for anchor (rate difference with Anchor <10%)
· prepare and upload mp4 recommended for viewing.
Remote viewing will be conducted in coordination with AG5 at (T4 deadline specified in section “Timeline”).

5. Timeline

T1 - 2 week after JVET-X meeting (29-Oct-2021): To revise EE description. Changes should be discussed and agreed on JVET reflector. Anchor is available.
 
T2 – 3 weeks after JVET-X meeting (05-Nov -2021): Initial software release (which includes training scripts for proposals supposed to have training verified) that matches what was proposed to the meeting. 

T3 –4 weeks after JVET-X meeting (12-Nov -2021): Teleconference for viewing preparation. AhG11 suggests sequences and QP points for anchor and RPR. Exact date and time to be announced in JVET reflector 2 weeks in advance.

T4 - 3 weeks before T6 (21-Dec-2021): Software is frozen (and may include improvements), technology description is ready, and cross-check starts. Remote viewing session conducted. Exact date and time to be announced in JVET reflector 2 weeks in advance.

T5 – few days before T6 (07-Jan-2021): Cross-checkers report status to EE coordinators. 

T6 - 11-Jan-2022: EE summary is uploaded as input contribution.

1. References

[1] BoG Report: Neural Networks Video Coding Analysis and Planning, JVET-W0182.
[2] Common Test Conditions and evaluation procedures for neural network-based video coding technology, JVET-W2016.
[3] https://vcgit.hhi.fraunhofer.de/jvet-ahg-nnvc/nnvc-ctc/-/blob/master/Software%20Patches/JVET-V0056_VTM11.0_backport.patch
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