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Abstract
This document summarizes the discussions and decisions made during MPEG 135th meeting with regards to the common test conditions, evaluation methodology and reporting template for Video Coding for Machines [1].  

1. Introduction
During the VCM AHG and BOG meeting discussions before and through the MPEG 135th meeting, the VCM group decided to adopt some new anchors including:
· New anchor results for instance segmentation using new input dataset TVD [2];
· New anchor results for object tracking using new input dataset TVD [3]; 
· New anchor results for object detection using OpenImageV6 dataset [4];
· New anchor results for instance segmentation using OpenImageV6 dataset [5];
· New anchor results for video object detection using SFU-HW-Objects-v1 dataset [6][7];
· Updated anchor results for object detection using TVD dataset [8];
· Updated anchor results for object detection using FLIR dataset [9].

It was also decided that newly proposed anchors during and after this meeting should be generated using VTM-12.0, whereas the previous anchors were generated using VTM-8.2.

2. Common Test Conditions
In total, five datasets are used for testing six machine tasks. Specifically, three datasets are used for testing object tracking, two are used for instance segmentation, two are used for object tracking, one is used for pose estimation, one is used for action recognition, and one is used for video object detection. They are summarized in Table 1.


Table 1. Machine tasks and corresponding evaluation datasets
	Machine Task
	Evaluation Dataset

	Object detection
	OpenImageV6
FLIR (IR)
TVD (image)

	Instance segmentation
	OpenImageV6
TVD (image)

	Object tracking
	HiEve-10
TVD (video)

	Pose Estimation
	HiEve-10

	Action Recognition
	HiEve-10

	Video Object Detection
	SFU-HW-Objects-v1




3. Evaluation Methodology
BD-rate-mAP, BD-rate-fmAP and BD-rate-MOTA are used to evaluate the proposed solution against the anchor. Specifically, BD-rate-MOTA is used for object tracking, BD-rate-fmAP is used for action recognition, and BD-rate-mAP is used for all other machine tasks listed in Table 1. Here the rate is measured in BPP, i.e., bits per pixel. R-D curves are also used to demonstrate the R-D performance of the proposed solution compared with the anchor.

4. Reporting Template
The reporting template in [1] is updated by adding object detection results for newly adopted TVD image dataset [2] to object tracking, and SFU-HW-Objects-v1 video dataset [3] to object tracking. Note that the “Video_Object_Detection” task is different to image-based object detection and its anchor results are per video sequence results as opposed to per image results. The results for object detection and object segmentation using OpenImageV6 are updated by the results provided in [4]. Some error uncompressed mAP values for the FLIR dataset are fixed with the corrected values in [5]. In addition, the existing FLIR anchor results are replaced with the updated results using 10-bit process in [6]. The RD curves and Pareto front points for the two newly added datasets have been added to the reporting template. The summary page is modified as well to reflect the changes above.

5. Conclusions
We recommend the VCM group to use the updated test conditions and reporting template in and attached to this document for future activities.
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