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# Introduction

The MPEG activity on Video Coding for Machines (VCM) aims to standardize a bitstream format generated by compressing either a video stream or previously extracted features. The bitstream should enable multiple machine vision tasks. VCM shall be able to

* Efficiently compress the bitstream; the size of the compressed features shall be less than the encoded video stream using state-of-the-art video compression technologies such as VVC.
* Use a common bitstream to support single or multiple tasks. The decompressed bitstream should be general enough to be used for different scenarios, for example, object detection and segmentation.
* Support varying performance for multiple tasks as measured by the appropriate metrics. This performance level may depend on the application.
* For hybrid machine/human vision use cases, a common bitstream should be used for machine and human consumption; additional bitstream(s) is optional for the reconstruction of the compressed bitstream for human consumption
* The bitrate of the additional compressed bitstream shall be less than the bitrate of the bitstream at similar quality as measured by PSNR, which is the output of the VVC encoding of the unprocessed video.

MPEG VCM has identified a set of relevant use cases and related requirements [1], focusing on the machine-vision; and the hybrid machine/human-vision use cases.

* Datasets: which datasets should be used for which sub-tasks, where these datasets can be obtained, how the datasets are split into training and validation data
* Metrics: which metric shall be used for which sub-tasks, how these metrics are calculated, what to compare performance results against

# Test Conditions

Decoded video/feature shall be tested for one or more key tasks for a specific use case and compare the performance results to current anchors. Retraining the shared backbone is permitted using joint training or other approaches in the case of two or more key tasks. Modifications and training of the task-specific networks are allowed but need to be reported in detail. In some cases, the encoder may know the task-specific neural networks at the decoder side. In this document, framework refers to the used datasets and software packages.

# Anchor Definition and Requirements

VVC/H.266 codec with software version VTM-8.2 (or VTM-12.0) is used as the reference for the performance evaluation of the MPEG-VCM encoder. Table 1 shows the tasks considered in the Call for Evidence (CfE) along with their metrics, datasets, benchmarks, and training/testing description.

Table 1 *Training and test conditions, key metrics, datasets, benchmarks for various tasks*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Task** | **Metrics** | **Datasets** | **Benchmarks** | **Training/Testing** |
| Object Detection | [mAP](https://mc.ai/the-confusing-metrics-of-ap-and-map-for-object-detection/)  vs  BPP/Rate  PSNR | OpenImages  Compressed  (Image) | <https://storage.googleapis.com/openimages/web/index.html> | Version 6. |
| FLIR Thermal Dataset  [Compressed]  (Image) | <https://www.flir.com/oem/adas/adas-dataset-form/> | Ability to sense thermal infrared radiation or heat |
| Object (Instance) Segmentation | [mAP](https://mc.ai/the-confusing-metrics-of-ap-and-map-for-object-detection/)  vs  BPP/Rate | OpenImages  Compressed  (Image) | https://storage.googleapis.com/openimages/web/index.html | Version 6. |
| Object Tracking | MOTA/PSNR  vs  Rate/BPP | HiEve-10  [Uncompressed]  (video) | <http://humaninevents.org/> | SJTU - Human in Event  HiEve-10 has 7 training videos and 3 testing videos |
| Action Recognition | Frame-mAP/PSNR  Vs  Rate/BPP | HiEve-10  [Uncompressed]  (video) | <http://humaninevents.org/> | SJTU - Human in Event  HiEve-10 has 7 training videos and 3 testing videos |
| Pose Estimation | AP/PSNR  vs  Rate/BPP | HiEve-10  [Uncompressed]  (video) | <http://humaninevents.org/> | SJTU - Human in Event  HiEve-10 has 7 training videos and 3 testing videos |
| Hybrid Machine / Human Vision | BD-PerVal  (mAP/MOTA, SSIM, PSNR vs. BPP/Rate) | Any combination of listed Datasets  (video) | See above | See above |

## NN Tasks ………………….

For the MPEG-VCM performance evaluation, the anchors are generated for the following key NN tasks (see Appendix A):

* Object Detection (still image)
  + OpenImages-v6
    - Nokia vs. Tencent (crosschecker)
    - Nokia vs. Sharp (crosschecker)
    - Nokia vs. ITRI (crosschecker)
    - Ericsson vs. Sharp (crosschecker) (VTM-12.0, new evaluation dataset)
  + FLIR
    - Konkuk Univ vs. ETRI (crosschecker)
    - Konkuk Univ vs. Ericsson (crosschecker) (VTM-12.0, 10bit)
      * Fine-tuned (mAP/bpp) (Thermal Images to be used for CfE)
      * Machine/human vision task (SSIM and PSNR)
  + SFU-HW-Objects-v1
    - Sharp vs. Nokia (crosschecker)
    - Ericsson vs. Nokia (crosschecker) (VTM-12.0)
  + TVD
    - Tencent vs Sharp (crosschecker)
    - Tencent vs. Ericsson (crosschecker) (VTM-12.0)
* Object Segmentation (Instance) (still image)
  + OpenImages-v6
    - Nokia vs. ETRI (crosschecker)
    - Nokia vs. Sharp (crosschecker)
    - Nokia vs. ITRI (crosschecker)
    - Ericsson vs. Sharp (crosschecker) (VTM-12.0, new evaluation dataset)
  + TVD
    - Tencent vs. Ericsson (crosschecker) (VTM-12.0)
* Object Tracking
  + HiEve-10
    - SJTU vs. China Telecom (crosschecker) (To be revisited)
  + TVD
* Tencent vs. Sharp (crosschecker) (VTM-12.0)
* Pose Estimation
  + HiEve-10
  + SJTU vs. China Telecom (crosschecker) (VTM-8.2)
* Action Recognition
  + HiEve-10
  + SJTU vs. China Telecom (crosschecker) (VTM-8.2)

## Network architectures

* Object Detection:
  + Faster R-CNN X101-FPN (part of Facebook AI Research’s Detectron2)

* Object Segmentation (Instance):
  + Mask R-CNN X101-FPN (part of Facebook AI Research’s Detectron2)

* Object tracking:
  + JDE-1088x608
* Action Recognition:
  + Slowfast
* Pose Estimation:
  + HRNet
* Optional requirement
  + As additional performance data, other network architectures are allowed to be used per task. However, it is up to the proponents to provide comparable performance data with the anchors specified in this document

## Datasets ………………….

The datasets to be used for anchor generation evaluation framework and VCM standardization process shall be of high quality, available and downloadable, sufficiently modern, have permissive licenses, and support adequate pre-trained models.

* Datasets must be of high quality such that a VVC encoder can create several coded versions of the sequence with noticeable degradation in quality. It is recommended to use uncompressed datasets where possible.
* In some datasets, most images are compressed with quality factors around 96 and 90, while some images were even compressed with a quality factor around 80. It is recommended to build up a subset of the dataset by removing the lower quality images.
* Datasets shall be capable of generating anchors per requirements
* Datasets shall be available and downloadable
* Datasets shall be sufficiently modern
* Datasets should support pre-trained models

Proponents are invited to look into the datasets and raise a flag in case of encountering issues such as copyrights, etc. (Note: It is intended to have these datasets to be downloadable from the MPEG site). Table 2 shows the recommended datasets for VCM anchor generation.

### Recommended Datasets for MPEG-VCM Anchor Generation

The following are identified as the datasets with permissible licenses are recommended for the MPEG-VCM anchor generation of CfE (see Table 2):

* OpenImages v6
  + Note: the profile and level values for the OpenImages anchor shall be set to the default value
* FLIR
* HiEve-10
* SFU-HW-Objects-v1
* Tencent Video Dataset (TVD)
  + The link to TVD dataset: https://multimedia.tencent.com/resources/tvd

Currently, the relevant files/data corresponding to OpenImages and FLIR are uploaded at “MPEG Content Repository” (<https://mpegfs.int-evry.fr/>):

* username = sc29wg11
* Then, log into the mpeg content repository using username = mpegcontent
* Subdirectories: Explorations/VCM
* VCM path: <https://mpegfs.int-evry.fr/mpegcontent/ws-mpegcontent/Explorations/VCM/>

Table 2*. The following datasets are recommended to be used for MPEG-VCM anchor generation of CfE and CfP.*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Dataset** | **Image /**  **Video** | **Compressed /**  **Uncompressed** | **Link Location** | **Comments** |
| OpenImages v6 | Image | Compressed | <https://storage.googleapis.com/openimages/web/index.html> | * 9M images, 600 classes, Modern. * 16M bounding boxes for 600 object classes on 1.9M images * Listed as using CC BY 2.0 and CC BY 4.0 Licensing terms |
| TVD | Image / video | Uncompressed | https://multimedia.tencent.com/resources/tvd | * Test sequences for evaluation of VCM machine tasks, i.e., object detection, instance segmentation or object tracking, etc. * Each clip contains 64 frames * Resolution of the raw sequences is 3840x2160 /1920x1080 * Tencent labeled these sequences, provided anchors results * Granted permissible license for VCM group. |
| FLIR | Image | Compressed | <https://creativecommons.org/licenses/by/4.0/>  <https://www.flir.com/oem/adas/adas-dataset-form/> | * Ability to sense thermal infrared radiation or heat * 1.1 License * Limited, revocable, non-exclusive, non-sublicensable, non-transferable license to access and use the Image Data in the field of neural network development for automotive and other autonomous vehicle applications, and for general non-commercial educational and research purposes. * Shall be used for the Image Data / ADAS exclusively for the scientific research, testing, and evaluation purposes of the MPEG VCM activity and for the presentation of results inside MPEG (“Additional Approved Use”). * Provided under the Creative Commons license BY 4.0 (CC BY 4.0) |
| HiEve-10 | Video | 10 Uncompressed | <http://humaninevents.org/> | * SJTU - Human in Event * HiEve-10 has 7 training videos and 3 testing videos * Except for these 10 videos, other videos in this Content can only be used for non-commercial purposes. * Proponent agreed to provide permission (permissible license) for MPEG-VCM activities at MPEG131 (2020-01-08 Received) |
| SFU-HW-Objects-v1 | Video | Uncompressed | <https://dx.doi.org/10.25314/7d8efc0a-3943-4738-b7a5-72badb04d765> | * Labeled video data * Already being used for MPEG (HEVC) – appears to be fine for standardization activity * The dataset is provided under the Creative Commons license BY 4.0 (CC BY 4.0) * Proponent agreed to provide permission (licensing free for labels) for MPEG-VCM activities at MPEG131 (by 2020-07-03) |

### Datasets for Testing and Evaluation of VCM Technology

In addition to the MPEG-VCM permissible datasets specified in Table 2 for the anchor generation of CfE, Table 3 provides additional datasets relevant to the tasks considered in this document for further testing and evaluation of VCM technology.

Table 3*. Additional datasets relevant to the tasks considered in this document for further testing and evaluation of VCM technology*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Dataset** | **Image /**  **Video** | **Compressed /**  **Uncompressed** | **Link Benchmarks** | **Comments** |
| COCO | Image | Compressed | <http://cocodataset.org/#detection-leaderboard> | For COCO, use the 2017 Val set for evaluation and 2017 Train in the case of retraining  80 object classes  “The annotations in this dataset along with this website belong to the COCO Consortium and are licensed under a [Creative Commons Attribution 4.0 License](https://creativecommons.org/licenses/by/4.0/legalcode).” (see Note 1.)  “The COCO Consortium does not own the copyright of the images. The use of the images must abide by the [Flickr Terms of Use](https://www.flickr.com/creativecommons/). The users of the images accept full responsibility for the use of the dataset, including but not limited to the use of any copies of copyrighted images that they may create from the dataset.” |
| CityScapes | Image | Uncompressed | <https://www.cityscapes-dataset.com/benchmarks/> | For Cityscapes, use defined train and validation sets  “This Cityscapes Dataset is made freely available to academic and non-academic entities for non-commercial purposes such as academic research, teaching, scientific publications, or personal experimentation.” |
| CityPersons | Image | Uncompressed | <https://www.cityscapes-dataset.com/benchmarks/> | For Citypersons, use defined train and validation sets  “CityPersons, a new set of person annotations on top of the Cityscapes dataset.” for pedestrian detection” |
| [KITTI](http://www.cvlibs.net/datasets/kitti/index.php) | Image | Uncompressed | <http://www.cvlibs.net/datasets/kitti/eval_object.php> | We recommend using the predefined splits  “All datasets and benchmarks on this page are copyright by us and published under the [Creative Commons Attribution-NonCommercial-ShareAlike 3.0](http://creativecommons.org/licenses/by-nc-sa/3.0/) License. This means that you must attribute the work in the manner specified by the authors, you may not use this work for commercial purposes and if you alter, transform, or build upon this work, you may distribute the resulting work only under the same license.” |
| DAVIS 2016 / 2017 | Video | Compressed | <https://davischallenge.org/> | We recommend using the semi-supervised mode for higher accuracy.  Creative Commons Attributions 4.0 License (non-commercial use) |
| MOT20 | Video | Compressed | <https://arxiv.org/pdf/1906.04567.pdf> | Dataset split is available from the Tracking Challenge, available on their website. |
| UCF101 | Video | Compressed | <https://www.crcv.ucf.edu/data/UCF101.php> | Action recognition  13320 videos from 101 action categories. |
| HiEve | Video | 14 Uncompressed | <http://humaninevents.org/data.html?title=1> | Human in Event  19 training videos, 13 test videos, and a total of 32 videos  No issues with licensing – can provide license/permission to MPEG-VCM  Annotation of the bounding box, ID, key points and behavior, dense pose. Can be used for multi-target tracking  Proponent agreed to provide permission (permissible license) for MPEG-VCM activities at MPEG131 (by 2020-07-03 - Received) |
| SFU-HW-Objects-v1 | Video | Uncompressed |  | Labeled video data  Object labeled dataset on raw video sequences  Already being used for MPEG (HEVC) – appears to be fine for standardization activity  Can be used for compression and object detection simultaneously  Need to be investigated to see whether it large enough to be used for VCM activities  The dataset is provided under the Creative Commons license BY 4.0 (CC BY 4.0)  Proponent agreed to provide permission (licensing free for labels) for MPEG-VCM activities at MPEG131 (by 2020-07-03) |
| OpenImages | Image | Compressed | <https://storage.googleapis.com/openimages/web/index.html> | 9M images, 600 classes, Modern.  It contains a total of 16M bounding boxes for 600 object classes on 1.9M images, making it the largest existing dataset with object location annotations.  Listed as using CC BY 2.0 and CC BY 4.0 Licensing terms |
| FLIR Thermal Dataset | Image | Compressed | <https://www.flir.com/oem/adas/adas-dataset-form/> | Ability to sense thermal infrared radiation or heat  “1.1 License. As between you and us, we or our licensors own and reserve all right, title, and interest in and to the Image Data. We grant you a limited, revocable, non-exclusive, non-sublicensable, non-transferable license to access and use the Image Data in the field of neural network development for automotive and other autonomous vehicle applications, and for general non-commercial educational and research purposes. Except as provided in this Section 1, you obtain no rights under this Agreement from us or our licensors to the Image Data, including the right to reproduce, redistribute or make derivative works of the Image Data” |
| TVD | Image / video | Uncompressed | MPEG-VCM Depository | * Tencent / Tsinghua University * Test sequences for evaluation of VCM machine tasks, i.e., object detection, instance segmentation or object tracking, etc. * Each clip contains 128 frames * Resolution of the raw sequences is 3840x2160 * Tencent labeled these sequences, provided anchors results * Will grant permissible license for VCM group. |

### Additional Datasets for Testing and Evaluation of VCM technology

In consideration of the datasets adopted for MPEG-VCM, additional datasets were identified from the website [www.datasetlist.com](http://www.datasetlist.com) for consideration by the VCM group.

The aggregated datasets were filtered to commercial licenses only, and to the categories Image, Self-driving, and Medical. The filtered datasets were investigated further.

It is recommended that to ease uncertainty on accessibility, datasets with permissive licenses for commercial use are adopted where possible for testing and evaluation in CfE, CfP, and standardization processes.

# Evaluation Methods and Procedures

The evaluation procedure and metrics are described in section 2 above. The metrics consist of two parts, one relating to feature extraction and one relating to compression of processed or unprocessed video. The metrics and anchors for feature extraction will be considered later.

The majority of these datasets have publicly defined training and validation sets. In the case this is not available, we will release a training and testing split for comparison. This list is not exhaustive, and proponents are free to use their own datasets for each of the key tasks.

The input images and labels for training and testing are directly taken from the dataset for specific use cases as listed above. This leads into a general feature extractor such as a convolutional neural network, which converts the images or video into a stream of processed video. The resulting features are then fed into different machines, whose results are calculated with respect to the appropriate metric. Proponents are asked to report this result along with the current state of the art on the chosen group of tasks, which will be released by MPEG-VCM. A comparison will be made regarding the performance across the different tasks in the group measured by the relevant metric.

Regarding the compression of processed or unprocessed video, proponents are asked to test the compression ratio on the processed or unprocessed video. This compression ratio should be given as a comparison to the released compression ratio of VVC on the unprocessed video.

For human consumption use cases, proponents shall report BD-rate curves. BD-rate should be calculated in the way as other standardization groups, e.g. JVET. The performance reporting format is specified in the MPEG-VCM BD-rate and BD-AP/BD-Accuracy reporting template [2]

* Use case-specific performance metrics, with the key tasks and metrics as defined in Table 1. Proponents shall perform the evaluation themselves, with the experimental conditions described in [1].
* Compression efficiency, runtime complexity, and memory consumption of compression/ decompression (measurement is independent of the use case). Proponents shall perform the evaluation themselves based upon a provided unprocessed or processed video. In the case of processed video, the output may come from a common neural network or general feature extraction methods regarding the specific key tasks. As an example, these common neural network backbones may be VGG, ResNet, Inception and the specific frameworks depend on the key tasks. For detection and segmentation, an example may be Mask R-CNN or YOLO.

## Proposed Processing Pipelines

Possible pipeline architectures for the technology proposal are shown in Figures 1.a, 1.b, and 1.c. Anchors are generated on the pipeline architecture shown in Figure 1.a.

|  |
| --- |
|  |
| 1. Pipeline 1 |
|  |
| 1. Pipeline 2 |
|  |
| 1. Pipeline 3 |

Figure **1**. **Proposed processing pipeline**

## Pre/Post-Processing Data (image) Conversion

For input data processing, it is suggested to use FFmpeg release 4.2.2. FFmpeg can be used for data format conversion, up/down-sampling, and resizing (cropping/padding/scaling) the image.

* + FFmpeg 4.2.2
    - Resolution: Scaling / resolution (100%, 75%, 50%, 25%):
* Scale PNG image to new resolution:

ffmpeg -i input.png -vf “scale=NEW\_WDT:NEW\_HGT“ output.png

for 100%: -vf “pad=ceil(iw/2)\*2:ceil(ih/2)\*2”

for 75%: -vf "scale=ceil(iw\*3/8)\*2:ceil(ih\*3/8)\*2"

for 50%:   -vf "scale=ceil(iw\*/4)\*2:ceil(ih\*/4)\*2"

for 25%: -vf "scale=ceil(iw\*/8)\*2:ceil(ih\*/8)\*2"

* + - Format conversion: Convert PNG 🡨🡪 YUV:

ffmpeg -i input.png -f rawvideo -pix\_fmt yuv420p *-dst\_range 1* output.yuv

ffmpeg -f rawvideo -pix\_fmt yuv420p10le -s WDTxHGT -*src\_range 1 -i* input.yuv -frames 1 -pix\_fmt rgb24 output.png

* + - Scale image to original image size:

For 100%: ffmpeg -i input.png -vf “crop=ORIG\_WDT:ORIG\_HGT“ output.png

Other resolutions: ffmpeg -i input.png -vf “scale=ORIG\_WDT:ORIG\_HGT“ output.png

### Processing Pipeline for Downscaled Resolution

There are two possible processing pipelines for the downscaled ground-truth image as are shown in Figure 1. For anchor generations, an alternative processing pipeline shown in Figure 2.b is recommended.

|  |
| --- |
|  |
| 1. Original Pipeline |
|  |
| 1. Alternative pipeline – Upscaled decoded image |

Figure 2. Possible pipelines for downscaled resolutions

## Anchor Reference Compression / Decompression

VTM8.2/VTM-12.0 encoder is used to compress generated YUV files under the default “All Intra” configuration and ConformaceWindowMode set to 1. ConformaceWindowMode is equal to 1 represent padding width and height of processing image automatic to multiple of minimal CU size.

A total of six evenly-spaced QPs are recommended, respectively (17 optional), 22, 27, 32, 37, 42, and 47.

* VVC: Reference software VTM-8.2. For any updated or newly generated anchor, it is recommended to use VTM-12.0
* JVET Common Test Conditions (CTC-420) with Random Access (RA) condition for videos
* JVET Common Test Conditions (CTC-420) with All Intra AI condition for images
* encoder -c cfg/encoder\_intra\_vtm.cfg -i input.yuv -o reconstruct.yuv -b compress.vvc -q QP --ConformanceWindowMode=1 -wdt WDT -hgt HGT -f 1 -fr 1 --InternalBitDepth=10
* decoder -b compress.vvc -o decode.yuv

## Anchor Performance Curve Generation

### Anchor Curve Generation

To generate the performance curves of the anchors, mAP/MOTA vs BPP/bitrate curves are to be produced with the following specifications.

* + Specify max. endpoint as the uncompressed performance (mAP/MOTA)
  + Specify min. endpoint performance (mAP/MOTA)
  + Generate performance (mAP/MOTA v.s. BPP) curves for each task based on the 4x resolutions and QPs within the range of min/max endpoints
  + Specify the minimum threshold (i.e., below which the performance results are not acceptable). There are five options for min. threshold [2]:
    - -10%: The lower threshold is set to 10 percentage points below the uncompressed performance.
    - -20%: The lower threshold is set to 20 percentage points below the uncompressed performance.
    - Half: The lower threshold is set to half of the uncompressed performance.
    - None: No lower threshold is used.
    - Fixed threshold – users can specify an arbitrary (fixed) min. threshold.
  + The performance curve is the Pareto-Front created from the generated 4 curves above.

### Anchor Metrics

A more detailed description of the accuracy measurement metrics refer to Appendix C.

* Accuracy measurement – mAP/MOTA is used to measure the accuracy performance
  + mAP, mAP@0.5, [AP@[0.5:0.95](mailto:AP@[0.5:0.95)]
  + MOTA
* Compression efficiency measurement – BPP/bitrate is used to measure the cost for storage/transmission of the generated bitstream for VCM
  + BPP calculation: BPP is calculated with respect to the original image resolution (not the downscales image)
* For machine/human-vision tasks, BD-rate curves (mAP/MOTA, SSIM, PSNR vs. BPP/bitrate) should be calculated in the way as other standardization groups, e.g. JVET.
* The performance curves shall be compared against the anchor performance curves using the BD-rate, BD-mAP, BD-MOTA, and BD-PSNR functions in the MPEG-VCM reporting template [2].
* For MOTA computations:
  + - Step 1: Use track.py to generate tracking results
    - Step 2: Use evaluateTrack.py under /motmetrics/apps to compute MOT20 metrics for MOT20 sequences.

# Evaluation Approach for Machine and Human Consumption

The evaluation process of the video test data set for machine consumption and human consumption using VVC as an anchor is shown in Figure 3 and Figure 4, respectively.

|  |
| --- |
|  |

Figure 3. Evaluation approach of video test data using VVC anchor - machine consumption

|  |
| --- |
|  |

Figure 4. Evaluation approach of video test data using VVC anchor - human consumption

The feature data type and format information are beneficial for compression experts to know the properties and limitations of the feature data types and formats to increase the quality of their proposals. The list of feature data types and formats is recommended to be as exhaustive as possible and to include all relevant information such as allowed values and data ranges.

Table 4 shows an overview of different data types for different tasks required by the use cases described in [1].

Table 4. *Feature data types and their description for various tasks*

|  |  |  |
| --- | --- | --- |
| **Task** | **Type of data** | **Description** |
| Object detection | List of bounding boxes | Maximum number of bounding boxes: TBD  Each bounding box has four attributes:   * pos\_x (integer): offset from left picture edge: 0 to MAX\_PIC\_WIDTH * pos\_y (integer): offset from top picture edge: 0 to MAX\_PIC\_HEIGHT * size\_x (integer): width from left edge of bounding box: 1 to MAX\_PIC\_WIDTH * size\_y (integer): height from top edge of bounding box: 1 to MAX\_PIC\_HEIGHT |
| Object segmentation | Matrix | Matrix size: INPUT\_WIDTH x INPUT\_HEIGHT  All elements of the matrix are either a single integer value or a list of three integer values (for different color formats). The range of the values depends on the chosen bit depth. |
| Object tracking | List of bounding boxes | Maximum number of bounding boxes: TBD  Each bounding box has five attributes:   * pos\_x (integer): offset from left picture edge: 0 to MAX\_PIC\_WIDTH * pos\_y (integer): offset from top picture edge: 0 to MAX\_PIC\_HEIGHT * size\_x (integer): width from left edge of bounding box: 1 to MAX\_PIC\_WIDTH * size\_y (integer): height from top edge of bounding box: 1 to MAX\_PIC\_HEIGHT   box\_id (integer): identifier for each box to allow tracking through multiple frames |

## Complexity Measurement

Encoder/decoder runtime has served as a reasonable proxy for computational complexity in JVET / VVC standardization projects. It is recommended the runtime metric to be reported for anchors generation in Machine vision and Human vision tasks.

The complexity of the codec shall be independent of pre-processing methods and NN tasks used. For the recommended method to measure the codec complexity see Appendix B.

# References

|  |  |
| --- | --- |
| [1] | MDS19841\_WG02\_N00018, "Use cases and draft requirements for Video Coding for Machines," Online, Oct 2020. |
| [2] | C. Hollmann, (Ericsson), S. Liu, W. Gao, X. Xu and (Tencent), "m56252\_[VCM] On VCM Reporting Template," Jan 2021. |
| [3] | [m57626] and C. Hollmann, "[VCM] Anchor results for OpenImages with VTM-12.0," Online, July, 2021. |
| [4] | [m57632] and K. Misra, "[VCM] Crosscheck of m57626 (Anchor results for OpenImages with VTM-12.0)," Online, July 2021. |
| [5] | [m57375], Y. Lee, S. Kim, K. Yoon, H. Lim, H.-G. Choo, W.-S. Cheong and J. Seo, "[VCM] Updated FLIR Anchor results for object detection," Online, July, 2021. |
| [6] | [m57574] and C. Hollmann, "[VCM] Cross-check of m57375 (FLIR anchors with VTM12)," Online, July 2021. |
| [7] | [m56868], K. Misra,  . Ji, P. Cowan and  . S. (Sharp), "[VCM] Proposed object detection anchors for SFU-HW-Objects-v1 video dataset," Online, April 2021. |
| [8] | [m57353], C. Hollmann and J. L. L. Ström, "[VCM] Supplemental anchor results for SFU-HW," no. Online, July 2021. |
| [9] | [m57644], R. Ghaznavi-Youvalari, H. Zhang, F. C. Nam Le, H. R. Tavakoli, E. Aksu and M. Hannuksela, "[VCM] Cross-check of m57353 (Supplemental anchor results for SFU-HW)," July 2021. |
| [10] | [m59617], W. Gao, X. Xu and S. Liu, "[VCM] Updated anchor results for object detection using TVD dataset," Online, July 2021. |
| [11] | [m57607] and J. Hollmann, "[VCM] Cross-check of m57471 and m57617 (TVD results with VTM-12.0)," Online, July 2021. |
| [12] | [m57471], W. Gao, X. Xu and S. Liu, "[VCM] TVD dataset for Object Segmentation," Online, July 2021. |
| [13] | [m57470], W. Gao, X. Xu and S. Liu, "[VCM] TVD dataset for Object Tracking," July 2021. |
| [14] | [m55761], "Anchor generation for HiEve(object tracking)," Online, Nov. 2020. |
| [15] | [m55933], H. Wang, M. Yang, T. chen, L. shen, H. Wang and Y. Zhang, "[VCM]Crosscheck for anchor generation for HiEve(object tracking, 55761)," Online, Jan 2021. |
| [16] | [m55744], W. Lin, K. Dong, R. Yang, R. Qian, A. Zhang and D. Liu, "Anchor generation for HiEve(action recognition)," Online, Nov. 2020. |
| [17] | [m55934], H. Wang, M. Yang, H. Wang and Y. Zhang, "[VCM]Crosscheck of anchor generation for HiEve(action recognition, m55744)," Online, Dec. 2020. |
| [18] | M. Everingham, V. Gool, I. Williams C and et al., "The Pascal Visual Object Classes (VOC) Challenge[J]," *International Journal of Computer Vision,* pp. 88(2):303-338., 2010. |
| [19] | M. Everingham, A. Eslami S M, L. Van Gool and e. al., "The Pascal Visual Object Classes Challenge: A Retrospective[J].," *International Journal of Computer Vision,* pp. 111(1):98-136., 2015. |
| [20] | K. Bernardin, A. Elbs and A. Stiefelhagen, "Multiple Object Tracking Performance Metrics and Evaluation in a Smart Room Environment [J]," *Sixth IEEE International Workshop on Visual Surveillance in Conjunction with Eccv,* May, 2008. |
| [21] | A. Horé and D. and Ziou, "Image Quality Metrics: PSNR vs. SSIM," *2010 20th International Conference on Pattern Recognition, Istanbul,* pp. 2366-2369, doi: 10.1109/ICPR.2010.579, 2010. |
| [22] | Z. Wang, A. C. Bovik, H. R. Sheikh and E. P. andSimoncelli, "Image quality assessment: from error visibility to structural similarity," *IEEE Transactions on Image Processing,* Vols. vol. 13, no. 4, , doi: 10.1109/TIP.2003.819861, pp. 600-612, April 2004. |
| [23] | [m56941], R. Ghaznavi-Youvalari, H. Zhang, F. C. N. Le, H. R. Tavakoli, E. Aksu and M. H. (Nokia), "[VCM] Cross-check of m56868 (Proposed Object Detection Anchor for SFU-HW-Objects-v1 Video Dataset)," Online, April 2021. |

# Appendix A: Anchor Generation for CfE

The following sections provide the generated anchor results for Object Detection, Object Segmentation (Instance), Object Tracking, Action Recognition, and Pose Estimation

## Object Detection ...........

### OpenImages-v6

|  |  |  |
| --- | --- | --- |
| **Ericsson** [3]**, Sharp (Crosschecker)** [4] | | |
| Network model: Faster R-CNN X101-FPN | | Dataset: OpenImages (Eval)  Detectron2 v0.2.1 |
| Test Condition: | | * Format conversion: FFmpeg 4.2.2 * Codec: VTM 12.0 * Scaling resolution: 100%. 75%, 50%, 25% * QPs: 22, 27, 32, 37, 42, 47 * Average precision: mAP@0.5 * Compression ratio: BPP * Torch 1.7.1, Torchvision 0.8.2, CUDA 10.1 with a nVidia GeForce GTX Titan X and an Intel® Xeon® E5-2650 CPU. |
| Processing flow for anchor generation | | |
| Test Results: | * Average precision vs. BPP * OpenImagesv6: New evaluation sets and ground truth datafor object detection and onject segmentation, cleaning dataset, removing duplicates and low-quality images | |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Table 1 - BPP and AP results for different QPs and resolutions in object detection task   |  |  |  |  | | --- | --- | --- | --- | | Resolution | QP | Object detection | | | BPP | mAP [%] | | 100% | unc | - | 79.277 | | 22 | 0.863 | 78.929 | | 27 | 0.509 | 77.989 | | 32 | 0.287 | 77.263 | | 37 | 0.153 | 73.963 | | 42 | 0.078 | 68.842 | | 47 | 0.037 | 58.021 | | 75% | 22 | 0.523 | 78.392 | | 27 | 0.312 | 77.599 | | 32 | 0.179 | 75.920 | | 37 | 0.098 | 72.710 | | 42 | 0.051 | 65.161 | | 47 | 0.025 | 51.348 | | 50% | 22 | 0.279 | 77.619 | | 27 | 0.171 | 76.633 | | 32 | 0.100 | 73.582 | | 37 | 0.055 | 68.637 | | 42 | 0.029 | 58.128 | | 47 | 0.014 | 42.667 | | 25% | 22 | 0.093 | 71.881 | | 27 | 0.060 | 69.700 | | 32 | 0.036 | 64.661 | | 37 | 0.021 | 56.344 | | 42 | 0.011 | 42.459 | | 47 | 0.006 | 27.104 | |

### FLIR

|  |  |  |
| --- | --- | --- |
| **Konkuk Univ** [5]**, Ericsson (Crosschecker)** [6] | | |
| Network model: Faster R-CNN X101-FPN | | Dataset: FLIR Thermal dataset |
| Test Condition: | | * Format conversion: FFmpeg 4.2.2 * Codec: VTM 12.0, 10bit * Scaling resolution: 100%, 75%, 50% and 25% * QPs: 22, 27, 32, 37, 42, 47 * Metric: mAP, SSIM and PSNR) * Compression ratio: BPP |
| Figure 1 Processing Flow of Anchor generation for object detection on FLIR dataset | | |
| Test Results: | * Average precision, SSIM, PSNR vs. BPP * 300 IR images from FLIR Dataset are used | |

|  |
| --- |
| 텍스트이(가) 표시된 사진  자동 생성된 설명 |
| Figure 1. mAP/BPP curve of the anchor results for Object Detection using FLIR dataset |
| 테이블이(가) 표시된 사진  자동 생성된 설명 |
| Figure 2. Pareto-Front curve of the anchor results for Object Detection using FLIR dataset |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Table 1. Anchor generation results of object detection on the FLIR dataset   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | **Scale** | **QP** | **mAP** | **Y-PSNR** | **SSIM** | **BPP** | | **original** |  | 40.557 | - | - | - | | **100%** | 22 | 39.317 | 43.079 | 0.989 | 1.892 | | 27 | 39.323 | 38.038 | 0.962 | 1.325 | | 32 | 39.685 | 31.483 | 0.782 | 0.376 | | 37 | 34.578 | 29.758 | 0.695 | 0.146 | | 42 | 24.888 | 28.319 | 0.634 | 0.072 | | 47 | 12.746 | 26.605 | 0.554 | 0.034 | | **75%** | 22 | 40.234 | 32.351 | 0.836 | 0.886 | | 27 | 39.567 | 31.114 | 0.770 | 0.399 | | 32 | 37.306 | 30.067 | 0.714 | 0.189 | | 37 | 31.151 | 28.914 | 0.663 | 0.098 | | 42 | 18.652 | 27.449 | 0.597 | 0.049 | | 47 | 7.299 | 25.716 | 0.511 | 0.022 | | **50%** | 22 | 35.853 | 30.153 | 0.743 | 0.350 | | 27 | 35.040 | 29.617 | 0.707 | 0.193 | | 32 | 29.937 | 28.835 | 0.666 | 0.107 | | 37 | 22.017 | 27.686 | 0.611 | 0.056 | | 42 | 9.571 | 26.187 | 0.537 | 0.027 | | 47 | 2.644 | 24.566 | 0.456 | 0.012 | | **25%** | 22 | 19.023 | 27.154 | 0.605 | 0.099 | | 27 | 16.009 | 26.884 | 0.583 | 0.063 | | 32 | 11.341 | 26.321 | 0.547 | 0.037 | | 37 | 6.909 | 25.340 | 0.492 | 0.020 | | 42 | 1.109 | 24.109 | 0.435 | 0.010 | | 47 | 0.261 | 22.820 | 0.391 | 0.005 | |

### SFU-HW-Objects-v1

|  |  |  |
| --- | --- | --- |
| **Sharp** [7]**, Ericsson** [8] **Nokia (Crosschecker)** [9] | | |
| Network model: Faster R-CNN X101-FPN | | Dataset: SFU-HW-Objects-v1 (Eval) |
| Test Condition: | | * Format conversion: FFmpeg 4.2.2 * Codec: VTM 12.0 * Scaling resolution: 100%, 75%, 50%, 25% * QPs: 22, 27, 32, 37, 42, 47, 52, 62 * Average precision: mAP@0.5-0.95 * Compression ratio: kbps |
| Steps carried out to measure R-PSNR and R-mAP performance over validation set | | |
| Test Results: | * Average precision vs. BPP * Downscaled resolutions 75%, 50% and 25% are added * Crosschecked: mAP scores do not match with the values in [8] exactly. Worse delta <0.048864. We suspect the difference is caused by the versions of the dependent software packages. * Reporting Template:   + “Pareto\_SFU” was added.   + Graph for showing the Pareto front for the SFU-HW dataset was added. A dropdown menu to select different resolutions was also added.   + “Video\_Object\_Detection” sheet, rows for the downscaled resolutions were added and the calculations below the were adjusted. | |

|  |
| --- |
|  |
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| |  |  |  | | --- | --- | --- | |  |  |  | |  | Sequence | QPISlice | kbps | mAP | Y psnr | U psnr | V psnr | | Class A | **Traffic\_2560x1600\_30\_val** | 37 | 1747.21 | 41.95 | 35.56 | 37.95 | 40.17 | | 100% |  | 42 | 957.61 | 41.62 | 33.07 | 37.03 | 39.14 | |  |  | 47 | 511.02 | 38.94 | 30.49 | 36.10 | 38.26 | |  |  | 52 | 252.59 | 38.26 | 27.79 | 34.66 | 36.98 | |  |  | 57 | 120.61 | 36.75 | 25.24 | 33.13 | 35.62 | |  |  | 62 | 60.05 | 6.06 | 23.23 | 31.35 | 33.88 | | Class B | **Kimono\_1920x1080\_24\_val** | 32 | 786.42 | 74.79 | 38.84 | 42.78 | 44.40 | | 100% |  | 37 | 403.26 | 77.56 | 36.77 | 41.35 | 41.53 | |  |  | 42 | 205.63 | 74.58 | 34.55 | 40.47 | 40.95 | |  |  | 47 | 100.93 | 74.89 | 32.29 | 39.53 | 40.26 | |  |  | 52 | 46.62 | 67.84 | 30.09 | 38.00 | 39.06 | |  |  | 57 | 23.73 | 18.12 | 28.17 | 36.21 | 37.17 | |  | **ParkScene\_1920x1080\_24\_val** | 32 | 1521.19 | 52.13 | 36.03 | 40.23 | 42.09 | |  |  | 37 | 744.79 | 45.68 | 33.66 | 38.33 | 39.04 | |  |  | 42 | 352.37 | 41.09 | 31.31 | 37.16 | 38.37 | |  |  | 47 | 154.98 | 31.13 | 29.03 | 36.04 | 37.66 | |  |  | 52 | 63.23 | 25.21 | 26.94 | 34.55 | 36.79 | |  |  | 57 | 28.18 | 1.70 | 25.22 | 33.11 | 35.16 | |  | **Cactus\_1920x1080\_50\_val** | 32 | 1841.06 | 70.57 | 35.66 | 38.95 | 41.33 | |  |  | 37 | 932.98 | 72.47 | 33.66 | 37.76 | 39.37 | |  |  | 42 | 476.49 | 69.87 | 31.53 | 36.90 | 37.93 | |  |  | 47 | 239.91 | 66.44 | 29.25 | 35.82 | 36.32 | |  |  | 52 | 115.46 | 51.81 | 26.86 | 34.27 | 34.08 | |  |  | 57 | 58.40 | 37.06 | 24.68 | 32.68 | 31.72 | |  | **BasketballDrive\_1920x1080\_50\_val** | 32 | 2309.23 | 41.53 | 35.87 | 41.47 | 41.84 | |  |  | 37 | 1183.94 | 41.78 | 33.98 | 40.04 | 39.99 | |  |  | 42 | 603.05 | 40.92 | 31.89 | 38.92 | 38.22 | |  |  | 47 | 301.67 | 37.63 | 29.62 | 37.64 | 36.24 | |  |  | 52 | 145.01 | 26.76 | 27.24 | 35.74 | 33.85 | |  |  | 57 | 74.13 | 12.36 | 25.12 | 33.67 | 31.47 | |  | **BQTerrace\_1920x1080\_60\_val** | 32 | 1969.28 | 34.42 | 33.90 | 40.39 | 42.94 | |  |  | 37 | 989.22 | 33.92 | 32.39 | 38.37 | 41.33 | |  |  | 42 | 506.68 | 33.41 | 30.42 | 37.56 | 40.64 | |  |  | 47 | 252.90 | 32.05 | 28.13 | 36.70 | 39.92 | |  |  | 52 | 121.66 | 17.07 | 25.68 | 35.40 | 38.80 | |  |  | 57 | 54.77 | 8.20 | 22.98 | 34.07 | 37.54 | | Class C | **BasketballDrill\_832x480\_50\_val** | 27 | 1358.88 | 26.48 | 38.54 | 41.83 | 42.31 | | 100% |  | 32 | 675.45 | 23.00 | 35.67 | 39.84 | 40.24 | |  |  | 37 | 350.04 | 18.81 | 33.08 | 38.01 | 38.09 | |  |  | 42 | 184.22 | 11.82 | 30.67 | 36.49 | 36.23 | |  |  | 47 | 95.52 | 7.67 | 28.18 | 34.47 | 33.77 | |  |  | 52 | 47.44 | 1.98 | 25.54 | 31.82 | 30.99 | |  | **BQMall\_832x480\_60\_val** | 27 | 1653.94 | 44.89 | 37.85 | 42.15 | 44.08 | |  |  | 32 | 851.37 | 43.28 | 35.08 | 40.24 | 42.01 | |  |  | 37 | 458.04 | 40.96 | 32.41 | 38.23 | 40.18 | |  |  | 42 | 247.60 | 37.25 | 29.76 | 36.83 | 38.64 | |  |  | 47 | 130.80 | 31.32 | 27.12 | 35.47 | 37.12 | |  |  | 52 | 67.37 | 23.40 | 24.57 | 33.24 | 35.10 | |  | **PartyScene\_832x480\_50\_val** | 27 | 1873.06 | 68.06 | 36.19 | 40.68 | 41.83 | |  |  | 32 | 912.22 | 66.37 | 33.40 | 38.78 | 39.61 | |  |  | 37 | 459.87 | 63.69 | 30.78 | 36.84 | 37.69 | |  |  | 42 | 224.31 | 54.04 | 28.18 | 35.49 | 36.22 | |  |  | 47 | 102.71 | 33.03 | 25.70 | 33.93 | 34.62 | |  |  | 52 | 43.23 | 19.22 | 23.40 | 32.11 | 32.56 | |  | **RaceHorses\_832x480\_30\_val** | 27 | 1111.91 | 44.48 | 38.40 | 40.33 | 42.09 | |  |  | 32 | 558.19 | 42.91 | 35.80 | 38.39 | 40.30 | |  |  | 37 | 294.95 | 39.11 | 33.31 | 36.74 | 38.48 | |  |  | 42 | 155.51 | 33.44 | 30.84 | 35.03 | 36.81 | |  |  | 47 | 81.39 | 26.58 | 28.43 | 33.01 | 34.96 | |  |  | 52 | 41.82 | 7.86 | 26.13 | 30.66 | 32.52 | | Class D | **BasketballPass\_416x240\_50\_val** | 22 | 1249.32 | 28.21 | 41.62 | 44.52 | 43.27 | | 100% |  | 27 | 599.65 | 23.78 | 37.71 | 41.94 | 40.09 | |  |  | 32 | 300.18 | 19.75 | 34.44 | 39.92 | 37.80 | |  |  | 37 | 156.80 | 15.84 | 31.65 | 38.35 | 35.98 | |  |  | 42 | 81.71 | 9.34 | 29.13 | 36.77 | 33.81 | |  |  | 47 | 42.71 | 6.66 | 26.76 | 34.85 | 31.47 | |  | **BQSquare\_416x240\_60\_val** | 22 | 1181.05 | 36.90 | 38.31 | 44.45 | 46.03 | |  |  | 27 | 418.04 | 37.18 | 35.28 | 42.70 | 44.14 | |  |  | 32 | 189.08 | 32.31 | 32.94 | 40.89 | 42.39 | |  |  | 37 | 99.29 | 26.83 | 30.69 | 38.88 | 40.05 | |  |  | 42 | 56.04 | 18.28 | 28.37 | 38.24 | 39.05 | |  |  | 47 | 32.31 | 11.06 | 25.71 | 37.36 | 38.23 | |  | **BlowingBubbles\_416x240\_50\_val** | 22 | 1604.16 | 67.61 | 38.22 | 41.86 | 42.51 | |  |  | 27 | 759.20 | 67.56 | 34.90 | 39.38 | 39.78 | |  |  | 32 | 373.97 | 63.36 | 31.86 | 37.07 | 37.45 | |  |  | 37 | 185.62 | 55.08 | 29.04 | 35.08 | 35.51 | |  |  | 42 | 89.84 | 36.65 | 26.48 | 33.73 | 34.21 | |  |  | 47 | 41.71 | 23.48 | 24.15 | 32.14 | 32.75 | |  | **RaceHorses\_416x240\_30\_val** | 22 | 853.95 | 44.47 | 40.87 | 42.07 | 43.51 | |  |  | 27 | 440.91 | 41.28 | 37.48 | 39.28 | 40.94 | |  |  | 32 | 222.00 | 40.21 | 34.22 | 37.09 | 38.79 | |  |  | 37 | 116.84 | 33.54 | 31.44 | 35.26 | 36.91 | |  |  | 42 | 62.04 | 30.05 | 28.87 | 33.39 | 35.06 | |  |  | 47 | 33.58 | 12.61 | 26.51 | 31.32 | 33.04 | | ClassE | **FourPeople\_1280x720\_60\_val** | 22 | 1588.92 | 26.52 | 43.69 | 48.12 | 49.64 | | 100% |  | 27 | 833.37 | 26.75 | 42.27 | 46.64 | 47.96 | |  |  | 32 | 485.12 | 25.85 | 40.28 | 44.96 | 46.10 | |  |  | 37 | 288.62 | 22.77 | 37.77 | 42.49 | 43.89 | |  |  | 42 | 171.39 | 26.48 | 34.90 | 41.14 | 42.45 | |  |  | 47 | 97.83 | 26.00 | 31.81 | 39.76 | 41.04 | |  | **Johnny\_1280x720\_60\_val** | 22 | 1124.28 | 61.09 | 43.69 | 49.33 | 50.13 | |  |  | 27 | 514.51 | 61.70 | 42.63 | 48.22 | 48.90 | |  |  | 32 | 277.95 | 61.00 | 41.14 | 46.79 | 47.17 | |  |  | 37 | 160.22 | 63.79 | 39.23 | 44.32 | 45.06 | |  |  | 42 | 95.24 | 61.97 | 36.88 | 42.91 | 43.79 | |  |  | 47 | 57.38 | 52.47 | 34.19 | 41.35 | 42.19 | |  | **KristenAndSara\_1280x720\_60\_val** | 22 | 1569.31 | 25.59 | 43.77 | 48.58 | 49.57 | |  |  | 27 | 729.84 | 27.01 | 42.42 | 47.24 | 48.20 | |  |  | 32 | 393.82 | 26.89 | 40.65 | 45.65 | 46.56 | |  |  | 37 | 227.37 | 26.07 | 38.52 | 43.34 | 44.43 | |  |  | 42 | 136.61 | 24.07 | 36.06 | 41.94 | 43.13 | |  |  | 47 | 82.03 | 22.01 | 33.29 | 40.48 | 41.44 | | Class A | **Traffic\_2560x1600\_30\_val** | 37 | 1310.87 | 42.59 | 33.82 | 37.53 | 39.30 | | 75% |  | 42 | 712.96 | 40.64 | 31.12 | 36.44 | 38.28 | |  |  | 47 | 371.15 | 38.59 | 28.41 | 35.31 | 37.33 | |  |  | 52 | 179.33 | 34.26 | 25.69 | 33.68 | 35.90 | |  |  | 57 | 83.05 | 27.96 | 23.22 | 31.81 | 34.53 | |  |  | 62 | 41.11 | 17.34 | 21.21 | 29.90 | 32.69 | | Class B | **Kimono\_1920x1080\_24\_val** | 32 | 584.02 | 75.85 | 38.00 | 42.07 | 43.64 | | 75% |  | 37 | 299.12 | 72.44 | 35.44 | 40.42 | 40.89 | |  |  | 42 | 151.02 | 74.38 | 32.94 | 39.45 | 40.17 | |  |  | 47 | 71.34 | 74.46 | 30.46 | 38.48 | 39.59 | |  |  | 52 | 33.75 | 58.80 | 28.28 | 36.61 | 38.28 | |  |  | 57 | 18.07 | 0.00 | 26.44 | 34.80 | 36.69 | |  | **ParkScene\_1920x1080\_24\_val** | 32 | 1180.85 | 50.53 | 35.28 | 39.42 | 41.48 | |  |  | 37 | 591.35 | 47.36 | 32.69 | 37.41 | 38.43 | |  |  | 42 | 282.12 | 42.98 | 30.13 | 36.30 | 37.77 | |  |  | 47 | 123.11 | 36.14 | 27.72 | 35.12 | 37.24 | |  |  | 52 | 50.91 | 22.05 | 25.60 | 33.57 | 36.33 | |  |  | 57 | 23.43 | 3.64 | 23.87 | 32.34 | 34.33 | |  | **Cactus\_1920x1080\_50\_val** | 32 | 1503.20 | 71.70 | 35.49 | 39.33 | 40.73 | |  |  | 37 | 767.86 | 71.02 | 32.94 | 37.68 | 38.53 | |  |  | 42 | 392.56 | 69.94 | 30.50 | 36.61 | 37.03 | |  |  | 47 | 197.72 | 61.97 | 28.04 | 35.43 | 35.21 | |  |  | 52 | 94.69 | 54.57 | 25.54 | 33.56 | 32.74 | |  |  | 57 | 47.53 | 31.32 | 23.32 | 31.84 | 30.59 | |  | **BasketballDrive\_1920x1080\_50\_val** | 32 | 1730.09 | 40.78 | 35.48 | 41.36 | 40.81 | |  |  | 37 | 895.62 | 40.41 | 33.07 | 39.69 | 38.87 | |  |  | 42 | 457.27 | 39.26 | 30.65 | 38.39 | 37.00 | |  |  | 47 | 229.57 | 33.31 | 28.20 | 36.90 | 34.89 | |  |  | 52 | 110.55 | 24.46 | 25.74 | 34.75 | 32.39 | |  |  | 57 | 54.68 | 10.24 | 23.58 | 32.53 | 30.03 | |  | **BQTerrace\_1920x1080\_60\_val** | 32 | 1409.85 | 33.77 | 34.56 | 40.76 | 43.35 | |  |  | 37 | 743.75 | 34.45 | 32.45 | 38.56 | 41.44 | |  |  | 42 | 387.36 | 33.84 | 29.99 | 37.53 | 40.49 | |  |  | 47 | 195.46 | 31.79 | 27.34 | 36.63 | 39.75 | |  |  | 52 | 94.31 | 18.10 | 24.65 | 35.04 | 38.41 | |  |  | 57 | 43.40 | 7.09 | 21.86 | 33.50 | 37.18 | | Class C | **BasketballDrill\_832x480\_50\_val** | 27 | 970.24 | 24.98 | 37.54 | 41.05 | 41.17 | | 75% |  | 32 | 491.02 | 19.13 | 34.47 | 38.84 | 38.97 | |  |  | 37 | 260.56 | 15.60 | 31.77 | 36.92 | 36.77 | |  |  | 42 | 137.88 | 10.15 | 29.21 | 35.14 | 34.79 | |  |  | 47 | 72.99 | 6.39 | 26.55 | 33.00 | 32.29 | |  |  | 52 | 36.72 | 3.00 | 23.86 | 30.25 | 29.45 | |  | **BQMall\_832x480\_60\_val** | 27 | 1223.23 | 41.29 | 37.22 | 41.52 | 43.05 | |  |  | 32 | 632.59 | 40.17 | 34.02 | 39.27 | 40.81 | |  |  | 37 | 342.75 | 37.86 | 31.08 | 37.17 | 38.91 | |  |  | 42 | 185.16 | 33.30 | 28.25 | 35.64 | 37.17 | |  |  | 47 | 98.22 | 27.92 | 25.48 | 34.04 | 35.52 | |  |  | 52 | 50.81 | 19.24 | 22.84 | 31.95 | 33.59 | |  | **PartyScene\_832x480\_50\_val** | 27 | 1204.74 | 67.91 | 35.64 | 40.17 | 40.95 | |  |  | 32 | 584.76 | 60.95 | 32.62 | 38.00 | 38.55 | |  |  | 37 | 297.03 | 53.67 | 29.89 | 35.87 | 36.49 | |  |  | 42 | 147.41 | 52.31 | 27.18 | 34.34 | 34.95 | |  |  | 47 | 68.73 | 38.31 | 24.60 | 32.67 | 33.15 | |  |  | 52 | 30.75 | 17.24 | 22.28 | 30.57 | 31.10 | |  | **RaceHorses\_832x480\_30\_val** | 27 | 821.18 | 45.25 | 37.22 | 38.90 | 40.66 | |  |  | 32 | 417.61 | 41.98 | 34.27 | 36.88 | 38.77 | |  |  | 37 | 223.16 | 38.75 | 31.61 | 35.25 | 36.93 | |  |  | 42 | 119.44 | 34.37 | 29.08 | 33.47 | 35.27 | |  |  | 47 | 63.60 | 24.28 | 26.65 | 31.47 | 33.32 | |  |  | 52 | 33.67 | 10.86 | 24.33 | 29.17 | 30.96 | | Class D | **BasketballPass\_416x240\_50\_val** | 22 | 950.59 | 25.32 | 40.65 | 43.50 | 42.24 | | 75% |  | 27 | 464.26 | 21.98 | 36.54 | 40.78 | 38.90 | |  |  | 32 | 236.10 | 16.36 | 33.13 | 38.59 | 36.54 | |  |  | 37 | 124.42 | 13.96 | 30.24 | 37.00 | 34.68 | |  |  | 42 | 65.83 | 9.18 | 27.58 | 35.25 | 32.30 | |  |  | 47 | 35.41 | 5.69 | 25.15 | 33.33 | 29.99 | |  | **BQSquare\_416x240\_60\_val** | 22 | 702.59 | 34.97 | 38.39 | 45.02 | 46.29 | |  |  | 27 | 268.21 | 34.27 | 35.28 | 42.81 | 44.04 | |  |  | 32 | 125.29 | 30.03 | 32.78 | 40.74 | 42.10 | |  |  | 37 | 69.62 | 25.85 | 30.46 | 38.76 | 39.64 | |  |  | 42 | 42.39 | 14.59 | 28.07 | 37.66 | 38.34 | |  |  | 47 | 26.94 | 9.33 | 25.38 | 36.65 | 37.34 | |  | **BlowingBubbles\_416x240\_50\_val** | 22 | 1015.46 | 61.87 | 38.40 | 41.66 | 42.00 | |  |  | 27 | 488.34 | 60.05 | 34.56 | 38.73 | 38.98 | |  |  | 32 | 239.91 | 49.45 | 31.23 | 36.23 | 36.45 | |  |  | 37 | 120.93 | 39.10 | 28.31 | 34.28 | 34.61 | |  |  | 42 | 59.46 | 28.37 | 25.57 | 32.64 | 33.27 | |  |  | 47 | 28.96 | 20.22 | 23.11 | 30.86 | 31.58 | |  | **RaceHorses\_416x240\_30\_val** | 22 | 684.97 | 40.37 | 39.51 | 40.68 | 42.05 | |  |  | 27 | 333.19 | 39.19 | 35.59 | 37.75 | 39.31 | |  |  | 32 | 168.89 | 35.48 | 32.33 | 35.51 | 37.02 | |  |  | 37 | 89.84 | 33.40 | 29.57 | 33.60 | 35.21 | |  |  | 42 | 49.14 | 20.40 | 27.06 | 31.77 | 33.35 | |  |  | 47 | 27.58 | 6.77 | 24.68 | 29.80 | 31.51 | | ClassE | **FourPeople\_1280x720\_60\_val** | 22 | 1130.93 | 24.58 | 43.60 | 47.50 | 48.86 | | 75% |  | 27 | 634.38 | 24.11 | 41.58 | 45.59 | 46.81 | |  |  | 32 | 373.80 | 22.97 | 38.98 | 43.62 | 44.69 | |  |  | 37 | 222.12 | 23.58 | 36.05 | 41.06 | 42.30 | |  |  | 42 | 130.56 | 23.43 | 32.87 | 39.62 | 40.90 | |  |  | 47 | 74.53 | 22.88 | 29.67 | 38.15 | 39.30 | |  | **Johnny\_1280x720\_60\_val** | 22 | 708.24 | 60.34 | 43.84 | 48.90 | 49.62 | |  |  | 27 | 364.85 | 60.81 | 42.32 | 47.40 | 47.92 | |  |  | 32 | 203.77 | 59.70 | 40.31 | 45.65 | 46.03 | |  |  | 37 | 118.83 | 59.50 | 37.90 | 42.79 | 43.52 | |  |  | 42 | 71.99 | 56.34 | 35.26 | 41.25 | 41.97 | |  |  | 47 | 43.83 | 52.19 | 32.38 | 39.78 | 40.51 | |  | **KristenAndSara\_1280x720\_60\_val** | 22 | 1085.85 | 24.13 | 43.72 | 48.01 | 48.94 | |  |  | 27 | 543.44 | 24.16 | 41.85 | 46.33 | 47.17 | |  |  | 32 | 301.81 | 25.25 | 39.59 | 44.47 | 45.27 | |  |  | 37 | 176.80 | 24.26 | 37.05 | 41.81 | 42.94 | |  |  | 42 | 107.16 | 24.67 | 34.27 | 40.31 | 41.36 | |  |  | 47 | 64.76 | 17.86 | 31.29 | 38.84 | 39.89 | | Class A | **Traffic\_2560x1600\_30\_val** | 37 | 793.35 | 40.60 | 32.54 | 37.46 | 39.18 | | 50% |  | 42 | 425.76 | 39.26 | 29.77 | 36.17 | 38.13 | |  |  | 47 | 217.18 | 29.22 | 26.99 | 35.11 | 37.24 | |  |  | 52 | 101.63 | 29.57 | 24.33 | 33.34 | 35.83 | |  |  | 57 | 47.80 | 12.83 | 22.00 | 31.51 | 34.40 | |  |  | 62 | 24.64 | 5.84 | 20.15 | 30.04 | 32.88 | | Class B | **Kimono\_1920x1080\_24\_val** | 32 | 341.63 | 74.39 | 37.18 | 42.29 | 43.85 | | 50% |  | 37 | 173.09 | 70.56 | 34.41 | 40.42 | 41.34 | |  |  | 42 | 85.60 | 71.36 | 31.82 | 39.43 | 40.68 | |  |  | 47 | 40.14 | 64.82 | 29.38 | 38.16 | 39.80 | |  |  | 52 | 20.88 | 1.45 | 27.36 | 36.46 | 38.37 | |  |  | 57 | 12.38 | 0.00 | 25.56 | 34.43 | 36.83 | |  | **ParkScene\_1920x1080\_24\_val** | 32 | 642.91 | 46.31 | 34.65 | 39.25 | 41.64 | |  |  | 37 | 320.73 | 45.18 | 31.88 | 37.29 | 39.00 | |  |  | 42 | 148.90 | 33.97 | 29.23 | 36.06 | 38.23 | |  |  | 47 | 64.30 | 25.16 | 26.82 | 35.06 | 37.61 | |  |  | 52 | 28.45 | 10.16 | 24.86 | 33.57 | 36.41 | |  |  | 57 | 14.32 | 1.95 | 23.22 | 32.36 | 35.08 | |  | **Cactus\_1920x1080\_50\_val** | 32 | 881.27 | 71.29 | 34.83 | 39.66 | 39.90 | |  |  | 37 | 446.59 | 70.85 | 32.05 | 37.58 | 37.56 | |  |  | 42 | 225.76 | 60.52 | 29.45 | 36.25 | 35.83 | |  |  | 47 | 112.49 | 59.56 | 26.90 | 34.85 | 33.92 | |  |  | 52 | 53.89 | 39.52 | 24.43 | 33.06 | 31.70 | |  |  | 57 | 26.87 | 46.46 | 22.28 | 31.55 | 29.52 | |  | **BasketballDrive\_1920x1080\_50\_val** | 32 | 1012.36 | 38.91 | 34.78 | 41.02 | 39.91 | |  |  | 37 | 515.94 | 40.17 | 32.11 | 39.38 | 37.88 | |  |  | 42 | 258.87 | 36.25 | 29.57 | 37.83 | 35.86 | |  |  | 47 | 127.80 | 26.90 | 27.10 | 36.22 | 33.77 | |  |  | 52 | 61.44 | 15.75 | 24.77 | 33.99 | 31.25 | |  |  | 57 | 30.84 | 6.67 | 22.68 | 32.04 | 28.88 | |  | **BQTerrace\_1920x1080\_60\_val** | 32 | 755.37 | 34.13 | 34.92 | 41.20 | 43.84 | |  |  | 37 | 398.50 | 34.06 | 32.20 | 38.75 | 41.63 | |  |  | 42 | 207.97 | 32.52 | 29.44 | 37.63 | 40.67 | |  |  | 47 | 104.71 | 23.69 | 26.64 | 36.82 | 40.14 | |  |  | 52 | 50.41 | 13.38 | 23.71 | 35.19 | 38.76 | |  |  | 57 | 24.49 | 1.76 | 21.27 | 33.47 | 37.52 | | Class C | **BasketballDrill\_832x480\_50\_val** | 27 | 560.98 | 19.64 | 36.80 | 40.14 | 40.01 | | 50% |  | 32 | 285.18 | 15.66 | 33.63 | 37.90 | 37.63 | |  |  | 37 | 152.57 | 12.81 | 30.84 | 35.88 | 35.41 | |  |  | 42 | 81.87 | 7.53 | 28.16 | 34.09 | 33.41 | |  |  | 47 | 42.52 | 3.32 | 25.36 | 31.55 | 30.87 | |  |  | 52 | 22.81 | 2.40 | 22.79 | 29.16 | 28.59 | |  | **BQMall\_832x480\_60\_val** | 27 | 710.92 | 39.15 | 36.36 | 40.92 | 42.24 | |  |  | 32 | 367.32 | 37.38 | 32.92 | 38.30 | 39.81 | |  |  | 37 | 199.85 | 33.08 | 29.90 | 36.15 | 37.68 | |  |  | 42 | 108.27 | 30.01 | 27.04 | 34.75 | 36.22 | |  |  | 47 | 58.53 | 23.23 | 24.34 | 33.08 | 34.69 | |  |  | 52 | 33.00 | 14.30 | 21.80 | 30.61 | 32.52 | |  | **PartyScene\_832x480\_50\_val** | 27 | 618.31 | 60.35 | 35.48 | 39.64 | 40.08 | |  |  | 32 | 303.02 | 49.85 | 32.28 | 37.24 | 37.63 | |  |  | 37 | 155.82 | 45.15 | 29.42 | 35.09 | 35.63 | |  |  | 42 | 77.22 | 34.61 | 26.61 | 33.50 | 34.04 | |  |  | 47 | 36.96 | 20.60 | 23.96 | 31.93 | 32.31 | |  |  | 52 | 19.30 | 12.94 | 21.89 | 30.01 | 30.37 | |  | **RaceHorses\_832x480\_30\_val** | 27 | 492.77 | 41.76 | 36.19 | 37.92 | 39.66 | |  |  | 32 | 248.54 | 38.42 | 33.03 | 35.82 | 37.64 | |  |  | 37 | 131.06 | 34.32 | 30.34 | 33.98 | 35.77 | |  |  | 42 | 68.51 | 23.47 | 27.80 | 32.14 | 34.00 | |  |  | 47 | 37.42 | 13.92 | 25.41 | 30.31 | 32.21 | |  |  | 52 | 20.65 | 4.61 | 23.12 | 27.99 | 29.72 | | Class D | **BasketballPass\_416x240\_50\_val** | 22 | 551.31 | 21.71 | 39.62 | 42.50 | 41.19 | | 50% |  | 27 | 270.41 | 18.28 | 35.39 | 39.68 | 37.78 | |  |  | 32 | 136.75 | 13.95 | 31.91 | 37.41 | 35.32 | |  |  | 37 | 73.45 | 10.09 | 29.07 | 35.82 | 33.29 | |  |  | 42 | 39.03 | 6.88 | 26.45 | 34.15 | 31.10 | |  |  | 47 | 22.59 | 4.41 | 24.03 | 32.45 | 28.94 | |  | **BQSquare\_416x240\_60\_val** | 22 | 289.59 | 29.84 | 38.96 | 45.64 | 46.55 | |  |  | 27 | 125.69 | 27.76 | 35.66 | 43.01 | 44.02 | |  |  | 32 | 62.81 | 21.27 | 32.85 | 40.83 | 41.42 | |  |  | 37 | 38.52 | 16.42 | 30.43 | 38.89 | 39.50 | |  |  | 42 | 24.90 | 9.99 | 27.82 | 37.93 | 38.21 | |  |  | 47 | 17.17 | 5.82 | 24.92 | 36.70 | 36.84 | |  | **BlowingBubbles\_416x240\_50\_val** | 22 | 476.72 | 48.67 | 38.59 | 41.55 | 41.55 | |  |  | 27 | 234.28 | 46.42 | 34.43 | 38.24 | 38.32 | |  |  | 32 | 115.80 | 39.08 | 30.93 | 35.55 | 35.80 | |  |  | 37 | 59.24 | 28.08 | 27.92 | 33.41 | 33.64 | |  |  | 42 | 30.47 | 25.45 | 25.27 | 31.93 | 32.23 | |  |  | 47 | 17.18 | 20.36 | 22.91 | 30.27 | 30.80 | |  | **RaceHorses\_416x240\_30\_val** | 22 | 403.14 | 39.72 | 38.41 | 39.57 | 40.81 | |  |  | 27 | 192.37 | 36.10 | 34.32 | 36.56 | 38.04 | |  |  | 32 | 96.91 | 28.11 | 31.06 | 34.21 | 35.83 | |  |  | 37 | 52.12 | 17.08 | 28.39 | 32.39 | 33.86 | |  |  | 42 | 29.08 | 11.95 | 25.90 | 30.50 | 32.38 | |  |  | 47 | 17.49 | 5.39 | 23.57 | 28.56 | 30.37 | | ClassE | **FourPeople\_1280x720\_60\_val** | 22 | 683.42 | 24.14 | 44.17 | 47.31 | 48.45 | | 50% |  | 27 | 397.36 | 24.91 | 41.31 | 44.88 | 45.93 | |  |  | 32 | 236.72 | 26.55 | 38.06 | 42.62 | 43.64 | |  |  | 37 | 139.62 | 30.25 | 34.70 | 39.99 | 41.11 | |  |  | 42 | 80.87 | 24.84 | 31.35 | 38.26 | 39.36 | |  |  | 47 | 45.60 | 19.87 | 28.07 | 36.61 | 37.66 | |  | **Johnny\_1280x720\_60\_val** | 22 | 397.50 | 59.73 | 44.85 | 49.02 | 49.50 | |  |  | 27 | 216.85 | 60.87 | 42.55 | 46.87 | 47.32 | |  |  | 32 | 126.20 | 60.51 | 39.90 | 44.69 | 44.99 | |  |  | 37 | 75.75 | 53.17 | 37.08 | 41.59 | 42.40 | |  |  | 42 | 46.81 | 50.01 | 34.17 | 40.07 | 40.69 | |  |  | 47 | 31.02 | 29.47 | 31.36 | 38.42 | 38.81 | |  | **KristenAndSara\_1280x720\_60\_val** | 22 | 616.65 | 25.39 | 44.30 | 47.89 | 48.82 | |  |  | 27 | 329.33 | 25.06 | 41.71 | 45.76 | 46.64 | |  |  | 32 | 188.69 | 24.57 | 38.90 | 43.75 | 44.45 | |  |  | 37 | 112.77 | 20.62 | 35.96 | 40.85 | 41.69 | |  |  | 42 | 69.15 | 20.40 | 32.92 | 39.28 | 40.05 | |  |  | 47 | 43.06 | 17.60 | 29.79 | 37.37 | 38.43 | | Class A | **Traffic\_2560x1600\_30\_val** | 37 | 301.45 | 37.92 | 30.95 | 37.00 | 39.12 | | 25% |  | 42 | 161.47 | 34.79 | 28.03 | 35.75 | 38.04 | |  |  | 47 | 80.83 | 25.69 | 25.25 | 34.31 | 36.87 | |  |  | 52 | 38.76 | 12.85 | 22.69 | 32.32 | 35.35 | |  |  | 57 | 19.85 | 0.00 | 20.52 | 30.39 | 33.88 | |  |  | 62 | 11.84 | 0.00 | 18.71 | 29.14 | 33.38 | | Class B | **Kimono\_1920x1080\_24\_val** | 32 | 120.54 | 77.27 | 35.95 | 42.21 | 44.18 | | 25% |  | 37 | 62.27 | 78.34 | 33.07 | 39.97 | 41.94 | |  |  | 42 | 31.63 | 50.47 | 30.44 | 38.81 | 41.14 | |  |  | 47 | 17.50 | 24.20 | 28.16 | 37.49 | 39.85 | |  |  | 52 | 11.30 | 0.00 | 26.13 | 35.66 | 38.14 | |  |  | 57 | 8.20 | 0.00 | 23.97 | 33.10 | 35.49 | |  | **ParkScene\_1920x1080\_24\_val** | 32 | 205.52 | 36.51 | 34.00 | 39.29 | 41.91 | |  |  | 37 | 103.60 | 36.29 | 30.98 | 37.40 | 39.94 | |  |  | 42 | 48.99 | 30.09 | 28.25 | 36.01 | 38.96 | |  |  | 47 | 23.76 | 10.71 | 25.90 | 34.93 | 38.36 | |  |  | 52 | 12.72 | 2.47 | 24.07 | 33.36 | 36.50 | |  |  | 57 | 8.59 | 0.77 | 22.51 | 31.54 | 35.24 | |  | **Cactus\_1920x1080\_50\_val** | 32 | 330.56 | 64.72 | 33.40 | 38.81 | 37.90 | |  |  | 37 | 169.64 | 58.05 | 30.49 | 36.53 | 35.47 | |  |  | 42 | 86.66 | 51.25 | 27.79 | 35.14 | 33.82 | |  |  | 47 | 44.16 | 49.72 | 25.23 | 33.70 | 32.08 | |  |  | 52 | 22.92 | 44.91 | 22.73 | 32.26 | 29.95 | |  |  | 57 | 13.39 | 5.79 | 20.78 | 30.47 | 27.88 | |  | **BasketballDrive\_1920x1080\_50\_val** | 32 | 360.45 | 35.27 | 33.31 | 39.53 | 37.86 | |  |  | 37 | 182.57 | 28.17 | 30.58 | 37.74 | 35.82 | |  |  | 42 | 92.57 | 21.13 | 28.08 | 36.15 | 33.80 | |  |  | 47 | 47.12 | 15.62 | 25.73 | 34.46 | 31.75 | |  |  | 52 | 24.74 | 4.94 | 23.53 | 32.59 | 29.13 | |  |  | 57 | 14.02 | 1.66 | 21.43 | 30.15 | 27.29 | |  | **BQTerrace\_1920x1080\_60\_val** | 32 | 225.24 | 33.70 | 35.08 | 40.94 | 43.43 | |  |  | 37 | 122.38 | 29.41 | 31.85 | 38.63 | 41.52 | |  |  | 42 | 66.02 | 21.85 | 28.75 | 37.39 | 40.70 | |  |  | 47 | 36.22 | 11.49 | 25.89 | 36.38 | 39.81 | |  |  | 52 | 20.96 | 1.52 | 23.19 | 34.98 | 38.61 | |  |  | 57 | 13.22 | 0.01 | 20.87 | 32.77 | 36.51 | | Class C | **BasketballDrill\_832x480\_50\_val** | 27 | 219.86 | 11.70 | 35.47 | 38.33 | 37.92 | | 25% |  | 32 | 112.54 | 9.17 | 32.02 | 35.82 | 35.29 | |  |  | 37 | 61.48 | 6.50 | 29.02 | 33.92 | 33.06 | |  |  | 42 | 34.15 | 4.44 | 26.26 | 31.78 | 31.17 | |  |  | 47 | 19.82 | 1.81 | 23.67 | 29.91 | 29.47 | |  |  | 52 | 12.45 | 1.40 | 21.33 | 27.85 | 27.39 | |  | **BQMall\_832x480\_60\_val** | 27 | 266.27 | 31.23 | 34.66 | 39.29 | 40.60 | |  |  | 32 | 139.84 | 28.00 | 31.17 | 36.52 | 38.00 | |  |  | 37 | 78.29 | 23.49 | 28.13 | 34.63 | 36.07 | |  |  | 42 | 46.00 | 18.95 | 25.38 | 32.99 | 34.51 | |  |  | 47 | 27.35 | 8.28 | 22.57 | 31.46 | 33.06 | |  |  | 52 | 17.80 | 1.95 | 20.01 | 29.30 | 31.49 | |  | **PartyScene\_832x480\_50\_val** | 27 | 205.06 | 47.57 | 34.89 | 38.42 | 38.72 | |  |  | 32 | 103.09 | 42.17 | 31.35 | 35.69 | 36.06 | |  |  | 37 | 53.39 | 33.78 | 28.28 | 33.74 | 33.88 | |  |  | 42 | 28.34 | 19.46 | 25.61 | 32.37 | 32.44 | |  |  | 47 | 16.13 | 14.04 | 23.22 | 30.83 | 30.54 | |  |  | 52 | 10.69 | 3.25 | 21.29 | 28.98 | 29.06 | |  | **RaceHorses\_832x480\_30\_val** | 27 | 193.01 | 35.34 | 34.32 | 36.37 | 37.84 | |  |  | 32 | 96.88 | 26.81 | 31.09 | 34.01 | 35.60 | |  |  | 37 | 52.31 | 17.43 | 28.41 | 32.28 | 33.83 | |  |  | 42 | 28.98 | 11.47 | 25.91 | 30.42 | 32.05 | |  |  | 47 | 17.46 | 6.32 | 23.60 | 28.57 | 30.21 | |  |  | 52 | 11.36 | 0.68 | 21.42 | 26.38 | 28.26 | | Class D | **BasketballPass\_416x240\_50\_val** | 22 | 212.04 | 12.36 | 38.17 | 40.89 | 39.44 | | 25% |  | 27 | 106.44 | 9.94 | 33.73 | 38.13 | 35.85 | |  |  | 32 | 55.91 | 8.16 | 30.24 | 35.75 | 33.25 | |  |  | 37 | 31.41 | 5.97 | 27.33 | 34.14 | 31.54 | |  |  | 42 | 19.06 | 4.89 | 24.71 | 32.53 | 29.24 | |  |  | 47 | 12.42 | 2.05 | 22.18 | 31.43 | 27.31 | |  | **BQSquare\_416x240\_60\_val** | 22 | 78.06 | 13.12 | 40.14 | 45.92 | 46.17 | |  |  | 27 | 42.73 | 11.26 | 36.36 | 42.79 | 42.97 | |  |  | 32 | 27.03 | 9.90 | 33.15 | 40.25 | 40.78 | |  |  | 37 | 19.56 | 7.72 | 30.17 | 38.64 | 38.81 | |  |  | 42 | 15.24 | 0.12 | 27.32 | 37.06 | 36.61 | |  |  | 47 | 12.42 | 0.00 | 24.09 | 35.74 | 34.80 | |  | **BlowingBubbles\_416x240\_50\_val** | 22 | 131.27 | 19.40 | 38.85 | 41.03 | 41.11 | |  |  | 27 | 69.62 | 18.04 | 34.43 | 37.41 | 37.47 | |  |  | 32 | 37.58 | 22.37 | 30.73 | 34.26 | 34.93 | |  |  | 37 | 21.84 | 15.06 | 27.64 | 32.28 | 32.51 | |  |  | 42 | 14.03 | 25.63 | 25.05 | 30.63 | 31.08 | |  |  | 47 | 10.42 | 11.79 | 22.72 | 29.24 | 29.40 | |  | **RaceHorses\_416x240\_30\_val** | 22 | 149.25 | 16.01 | 37.19 | 38.28 | 39.51 | |  |  | 27 | 72.70 | 10.63 | 32.91 | 35.05 | 36.54 | |  |  | 32 | 38.60 | 6.83 | 29.60 | 32.66 | 34.22 | |  |  | 37 | 22.36 | 7.22 | 26.92 | 30.67 | 32.26 | |  |  | 42 | 14.29 | 2.85 | 24.54 | 29.06 | 30.46 | |  |  | 47 | 9.75 | 0.64 | 21.92 | 27.02 | 28.94 | | ClassE | **FourPeople\_1280x720\_60\_val** | 22 | 266.29 | 29.77 | 44.08 | 46.51 | 47.32 | | 25% |  | 27 | 159.19 | 30.52 | 40.24 | 43.38 | 44.29 | |  |  | 32 | 96.55 | 30.62 | 36.49 | 40.47 | 41.50 | |  |  | 37 | 58.37 | 30.00 | 32.86 | 37.72 | 38.59 | |  |  | 42 | 35.04 | 10.79 | 29.40 | 36.06 | 36.93 | |  |  | 47 | 22.06 | 4.80 | 26.30 | 34.59 | 35.18 | |  | **Johnny\_1280x720\_60\_val** | 22 | 146.07 | 45.77 | 45.76 | 48.38 | 48.77 | |  |  | 27 | 90.17 | 47.91 | 42.59 | 45.39 | 45.81 | |  |  | 32 | 58.35 | 37.00 | 39.21 | 42.21 | 42.74 | |  |  | 37 | 38.99 | 30.13 | 35.89 | 39.63 | 40.01 | |  |  | 42 | 26.90 | 28.22 | 32.43 | 37.83 | 38.14 | |  |  | 47 | 19.61 | 27.97 | 29.19 | 35.43 | 36.26 | |  | **KristenAndSara\_1280x720\_60\_val** | 22 | 247.26 | 21.75 | 44.16 | 47.11 | 47.83 | |  |  | 27 | 139.19 | 21.66 | 40.74 | 44.25 | 44.74 | |  |  | 32 | 83.43 | 20.40 | 37.36 | 41.88 | 42.17 | |  |  | 37 | 52.76 | 20.00 | 34.13 | 38.97 | 39.63 | |  |  | 42 | 34.40 | 18.86 | 30.95 | 36.76 | 37.62 | |  |  | 47 | 22.75 | 16.57 | 27.61 | 34.76 | 36.18 | |

### TVD

|  |  |  |
| --- | --- | --- |
| **Tencent** [10]**, Ericsson (Crosschecker)** [11] | | |
| Network model: Faster R-CNN X101-FPN | | Dataset: TVD  Configuration: All Intra (AI) |
| Test Condition: | | * Format conversion: FFmpeg 4.2.2 * Codec: VTM 12.0 * Imagebit-depth: 8bit, code processing 10bit * Image resolution: 1920x1080 * Total number of classes: 16 * Scaling resolution: 100% (1920x1080 resolution) * QPs: 22, 27, 32, 37, 42, 47 * Average precision: mAP@0.5 * Compression ratio: BPP |
| Fig. 1 The process flow example for anchor generation | | |
| Test Results: | * Average precision vs. BPP * Anchor results for downscaled resolutions (75%, 50%, or 25%) to be provided by Tencent (crosscheck already available [11]) | |

|  |
| --- |
| Figure 2 - RD curve for object detection using TVD dataset |
| Table 1 - Anchor results for Object Detection using TVD image dataset   |  |  |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | --- | --- | | Resolution | QP | Anchor | | Cross-check | | Diff BPP | Diff mAP | | BPP | mAP [%] | BPP | mAP [%] | | 100% | unc | - | 56.082 | - | 56.082 | - | 0.00% | | 22 | 0.475 | 55.748 | 0.475 | 55.748 | 0.00% | 0.00% | | 27 | 0.266 | 53.752 | 0.266 | 53.752 | 0.00% | 0.00% | | 32 | 0.145 | 50.632 | 0.145 | 50.632 | 0.00% | 0.00% | | 37 | 0.075 | 45.311 | 0.075 | 45.311 | 0.00% | 0.00% | | 42 | 0.037 | 38.586 | 0.037 | 38.586 | 0.01% | 0.00% | | 47 | 0.017 | 20.155 | 0.017 | 20.155 | 0.00% | 0.00% | | 75% | 22 |  |  | 0.311 | 55.913 |  |  | | 27 |  |  | 0.179 | 52.074 |  |  | | 32 |  |  | 0.098 | 49.988 |  |  | | 37 |  |  | 0.051 | 42.668 |  |  | | 42 |  |  | 0.025 | 28.295 |  |  | | 47 |  |  | 0.012 | 14.061 |  |  | | 50% | 22 |  |  | 0.176 | 55.084 |  |  | | 27 |  |  | 0.104 | 49.746 |  |  | | 32 |  |  | 0.057 | 44.233 |  |  | | 37 |  |  | 0.029 | 34.070 |  |  | | 42 |  |  | 0.014 | 20.353 |  |  | | 47 |  |  | 0.007 | 7.610 |  |  | | 25% | 22 |  |  | 0.061 | 45.234 |  |  | | 27 |  |  | 0.037 | 39.145 |  |  | | 32 |  |  | 0.021 | 28.249 |  |  | | 37 |  |  | 0.011 | 14.921 |  |  | | 42 |  |  | 0.005 | 6.870 |  |  | | 47 |  |  | 0.003 | 2.892 |  |  | |

## Object Segmentation (Instance)

### OpenImages-v6

|  |  |  |
| --- | --- | --- |
| **Ericsson** [3]**, Sharp (Crosschecker)** [4] | | |
| Network model: Mask R-CNN X101-FPN | | Dataset: Dataset: OpenImages (Eval)  Detectron2 v0.2.1 |
| Test Condition: | | * Format conversion: FFmpeg 4.2.2 * Codec: VTM 12.0 * Scaling resolution: 100%. 75%, 50%, 25% * QPs: 22, 27, 32, 37, 42, 47 * Average precision: mAP@0.5 * Compression ratio: BPP * Torch 1.7.1, Torchvision 0.8.2, CUDA 10.1 with a nVidia GeForce GTX Titan X and an Intel® Xeon® E5-2650 CPU. |
|  | | |
| Test Results: | * Average precision vs. BPP * The mismatch corresponds to less than equal to 0.02% BD rate difference at each scale. * OpenImagesv6: New evaluationstes and ground truth datafor object detection and onject segmentation, cleaning dataset, removing duplicates and low-quality images | |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Table 1 - BPP and AP results for different QPs and resolutions in Object Segmentation task   |  |  |  |  | | --- | --- | --- | --- | | Resolution | QP | Object segmentation | | | BPP | mAP [%] | | 100% | unc | - | 81.326 | | 22 | 0.841 | 80.536 | | 27 | 0.493 | 80.197 | | 32 | 0.277 | 78.775 | | 37 | 0.147 | 75.653 | | 42 | 0.074 | 69.917 | | 47 | 0.036 | 57.773 | | 75% | 22 | 0.512 | 80.390 | | 27 | 0.304 | 79.881 | | 32 | 0.174 | 77.686 | | 37 | 0.094 | 73.841 | | 42 | 0.048 | 66.326 | | 47 | 0.024 | 52.285 | | 50% | 22 | 0.274 | 80.052 | | 27 | 0.167 | 78.272 | | 32 | 0.097 | 74.671 | | 37 | 0.053 | 69.259 | | 42 | 0.028 | 58.451 | | 47 | 0.014 | 43.272 | | 25% | 22 | 0.092 | 74.072 | | 27 | 0.059 | 71.128 | | 32 | 0.035 | 65.208 | | 37 | 0.020 | 56.372 | | 42 | 0.011 | 41.905 | | 47 | 0.006 | 27.191 | |

### TVD

|  |  |  |
| --- | --- | --- |
| **Tencent** [12]**, Ericsson (Crosschecker)** [11] | | |
| Network model: Mask R-CNN X101-FPN | | Dataset: TVD  Configuration: All Intra (AI) |
| Test Condition: | | * Format conversion: FFmpeg 4.2.2 * Codec: VTM 12.0 * Imagebit-depth: 8bit, code processing 10bit * Total number of classes: 16 * Scaling resolution: 100% (1920x1080 resolution) * QPs: 22, 27, 32, 37, 42, 47 * Average precision: mAP@0.5   Compression ratio: BPP |
| Fig. 1 The process flow example for anchor generation | | |
| Test Results: | * Average precision vs. BPP * The labeling process is as following:   + Mark the boundary of the identified objects using polygon   + Convert the polygon masks to binary mask which can be used for Tensorflow Object Detection API * Anchor results for downscaled resolutions (75%, 50%, or 25%) to be provided by Tencent (crosscheck already available [11]) | |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Table 1 - BPP and AP results for different QPs and resolutions in Object Segmentation task   |  |  |  |  |  |  | | --- | --- | --- | --- | --- | --- | | Resolution | QP | Anchor | Cross-check | Diff BPP | Diff mAP | | BPP | mAP [%] | BPP | mAP [%] |  |  | | 100% | unc | - | 45.165 | - | 45.165 |  | 0.00% | | 22 | 0.475 | 45.005 | 0.475 | 45.005 | 0.00% | 0.00% | | 27 | 0.266 | 43.822 | 0.266 | 43.822 | 0.00% | 0.00% | | 32 | 0.145 | 40.747 | 0.145 | 40.746 | 0.00% | 0.00% | | 37 | 0.075 | 36.796 | 0.075 | 36.796 | 0.00% | 0.00% | | 42 | 0.037 | 29.091 | 0.037 | 29.091 | 0.01% | 0.00% | | 47 | 0.017 | 18.346 | 0.017 | 18.346 | 0.00% | 0.00% | | 75% | 22 |  |  | 0.311 | 44.163 |  |  | | 27 |  |  | 0.179 | 41.945 |  |  | | 32 |  |  | 0.098 | 37.950 |  |  | | 37 |  |  | 0.051 | 33.226 |  |  | | 42 |  |  | 0.025 | 21.454 |  |  | | 47 |  |  | 0.012 | 13.167 |  |  | | 50% | 22 |  |  | 0.176 | 42.904 |  |  | | 27 |  |  | 0.104 | 41.280 |  |  | | 32 |  |  | 0.057 | 36.120 |  |  | | 37 |  |  | 0.029 | 26.476 |  |  | | 42 |  |  | 0.014 | 17.925 |  |  | | 47 |  |  | 0.007 | 8.131 |  |  | | 25% | 22 |  |  | 0.061 | 35.335 |  |  | | 27 |  |  | 0.037 | 32.102 |  |  | | 32 |  |  | 0.021 | 24.570 |  |  | | 37 |  |  | 0.011 | 14.490 |  |  | | 42 |  |  | 0.005 | 6.285 |  |  | | 47 |  |  | 0.003 | 1.775 |  |  | |

## Object Tracking ........

### TVD

|  |  |  |
| --- | --- | --- |
| **Tencent** [13]**, Sharp (Crosschecker)** [14] | | |
| Network model: JDE-1088x608 | | Random Access (RA) |
| Test Condition: | | * Format conversion: FFmpeg 4.2.2 * Codec: VTM 12.0 * Image bit-depth: 8bit, code processing 10bit * Scaling resolution: 100% (1920x1080 resolution) * QPs: 22, 27, 32, 37, 42, 47 * Metric: Bitrate, MOTA |
| Fig. 1 The process flow example for anchor generation | | |
| Test Results: | * Metric: Bitrate, MOTA * Several short sequences are concatenated to form three sequences with longer duration | |

|  |
| --- |
| Fig. 1 RD curve for object tracking using TVD dataset |
| Table 1. Anchor results for Object Tracking using TVD dataset   |  |  |  | | --- | --- | --- | | QP | Bitrate (kbps) | MOTA | | 22 | 5368.91 | 44.20% | | 27 | 2495.48 | 43.30% | | 32 | 1217.62 | 41.80% | | 37 | 577.75 | 38.20% | | 42 | 264.62 | 32.70% | | 47 | 115.48 | 29.50% | | uncompressed |  | 43.60% | |

### HiEve-10

|  |  |  |
| --- | --- | --- |
| **SJTU** [14] **vs China Telecom (crosschecker)** [15] | | |
| Network model: JDE-1088x608 | | Dataset: HiEve-10 training |
| Test Condition: | | * Format conversion: FFmpeg 4.2.2 * Codec: VTM 8.2 * Scaling resolution: 100%, 75%, 50%, 25% * QPs: 22, 27, 32, 37, 42, 47 * Metric: MOTA * Compression ratio: Bit rate |
| Test Results: | * FPS = 30 * MOTA vs bitrate * Matlab | |
|  | | |
|  | | |
|  | | |
|  | | |
|  | | |

|  |
| --- |
|  |
|  |
|  |
|  |
|  |

## Action Recognition ..........

### HiEve-10

|  |  |
| --- | --- |
| SJTU [16] vs China Telecom (Crosschecker) [17] | |
| Network model: Slowfast | Dataset: HiEve-10, retrained model  Faster R-CNN, Bounding box detection |
| Test Condition: | * Format conversion: FFmpeg 4.2.2 * Codec: VTM 8.2 * Scaling resolution: 100%, 75%, 50% and 25% * QPs: 22, 27, 32, 37, 42, 47 * Metric: frame-mAP * Compression ratio: Bitrate |
| Test Results: | * FPS = 30 * Frame-mAP |
|  | |
|  | |
|  | |
|  | |
|  | |

|  |
| --- |
|  |
|  |
|  |
|  |
|  |

## Pose Estimation ...........

### HiEve-10

|  |  |  |
| --- | --- | --- |
| **SJTU vs China Telecom (Crosschecker)** | | |
| Network model: YOLO-v3+Deep-high-resolution-network (DHRN) | | Dataset: HiEve-10  YOLO-v3 to detect bounding box |
| Test Condition: | | * Format conversion: FFmpeg 4.2.2 * Codec: VTM 8.2 * Scaling resolution: 100%, 75%, 50% and 25% * QPs: 22, 27, 32, 37, 42, 47 * Detection confidence threshold: 0.1; IOU threshold for NMS: 0.5. * Compression ratio: Bitrate |
| Test Results: | * FPS = 30 * Access to the model for training * Provided/uploaded in the MPEG-VCM repository * PyTorch | |

|  |
| --- |
|  |
|  |
|  |
|  |
|  |

|  |
| --- |
|  |
|  |
|  |
|  |
|  |

# Appendix B: Anchor Runtime Measurement

Runtime as a proxy for complexity in JVET / VVC standardization to be reported for anchors for Machine vision task and Human vision task. The proposed runtime methods for machine and human visions are:

* Machine vision tasks
  + EncTm: Time needed to convert RGB input to bitstream
  + DecTm: Time needed to convert bitstream to inference output
* Human vision
  + Encv: time needed to convert RGB input to bitstream
  + DecTv: Time needed to convert bitstream to YUV

The runtime methods for machine and human visions are shown in Figure 5 and Figure 6, respectively.

![](data:image/png;base64,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)

Figure 5. *Runtime measurements to be made for anchors*
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Figure 6. *Illustration of runtime measurements to be made for the proposed technology*

# Appendix C: Anchor Metrics

## Task: Object Detection / Object Segmentation

* **Metrics:** mAP (mean Average Precision) [18] [19]
* **Description:**

For a given category of object, true positive , false positive , false negative , and true negative are defined with an Intersection over Union (IoU) threshold for that category, where true/false represents the output of the neural network, positive/negative represents the label in the ground truth.

Then, recall of the given IoU threshold is defined as the proportion of all true positive examples in all true positive and false negative examples corresponding to that IoU threshold:

The precision of the given IoU threshold is the proportion of all true positive examples which are from all positive examples:

A neural network of detection or segmentation may achieve several pairs of recall and precision values corresponding to a certain IoU threshold and different confidence levels. For each recall value in the pairs, let takes the maximum precision value in all precision values for which the corresponding recall values are above the given recall value :

Average Precision (AP) of a given category of object is defined as the average value of for all recall values provided by the neural network, which can characterize the area of the entire precision-recall curve.

Mean Average Precision (mAP) is an averaged AP overall categories of objects and in a range of IoU thresholds. As an example, in MS COCO 2017 dataset, 10 IoU thresholds are taken at equal intervals from 0.50 to 0.95. In particular, AP50 and AP75 generally present the mAP when the IoU threshold is 0.50 and 0.75 respectively.

A different neural network may provide object detection or segmentation results with a different number of confidence level. This may affect the quality evaluation in VCM. So we recommend specifying the number of confidence levels provided by the neural network for each dataset/task. For example, the number of confidence levels provided by a new neural network should be the same as anchors. This will help to align potential responses to the CfE and easy comparison.

## Task: Object Tracking

* **Metrics:** MOTA (The Multiple Object Tracking Accuracy) [20]
* **Description:**

The MOTA accounts for all object configuration errors made by the tracker, false positives, misses (true negative), mismatches, over all frames.

where , , and are the number of false negatives, the number of false positives, the number of mismatch error (ID Switching between 2 successive frames), and the number of objects in the ground truth respectively at time .

## Definition of Metrics ….

* **Metric 1:** mAP (mean Average Precision) [18] [19]
* **Task:** Object Detection / Object Segmentation
* **Definition:**

For a given category of object, true positive , false positive , false negative , and true negative are defined with an Intersection over Union (IoU) threshold for that category, where true/false represents the output of the neural network, positive/negative represents the label in the ground truth.

Then, recall of the given IoU threshold is defined as the proportion of all true positive examples in all true positive and false negative examples corresponding to that IoU threshold:

The precision of the given IoU threshold is the proportion of all true positive examples which are from all positive examples:

A neural network of detection or segmentation may achieve several pairs of recall and precision values corresponding to a certain IoU threshold and different confidence levels. For each recall value in the pairs, let takes the maximum precision value in all precision values for which the corresponding recall values are above the given recall value :

Average Precision (AP) of a given category of object is defined as the average value of for all recall values provided by the neural network, which can characterize the area of the entire precision-recall curve.

Mean Average Precision (mAP) is an averaged AP overall categories of objects and in a range of IoU thresholds. As an example, in MS COCO 2017 dataset, 10 IoU thresholds are taken at equal intervals from 0.50 to 0.95. In particular, AP50 and AP75 generally present the mAP when the IoU threshold is 0.50 and 0.75 respectively.

* **Metric 2:** MOTA (The Multiple Object Tracking Accuracy) [20]
* **Task:** Object Tracking
* **Definition:**

The MOTA accounts for all object configuration errors made by the tracker, false positives, misses (true negative), mismatches, over all frames.

where , , and are the number of false negatives, the number of false positives, the number of mismatch error (ID Switching between 2 successive frames), and the number of objects in the ground truth respectively at time .

* **Metric 3:** bits per pixel (bpp)
* **Definition:**

bpp is the number of bits occupied by each pixel, which is defined by:

Total pixels refers to the total number of pixels overall images with original resolution.

Metric 4: PSNR (Peak Signal to Noise Ratio) [21]

Definition:

For two given images and of size , the PSNR of two images is defined by:

where is the dynamic range of the pixel values (255 for 8-bit grayscale images), and is defined by:

* **Metric 5:** SSIM (Structural Similarity) [22]
* **Definition:**

For two given signals and , the SSIM of the two signals is defined by:

where and are the average value of signals and respectively, and are the variances of signals and respectively, is the covariance of signals and , and are two constants. Specifically, we choose  and , where is the dynamic range of the pixel values (255 for 8-bit grayscale images), and are a small constant.