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White paper on Video based Point Cloud Compression (V-PCC)

ABSTRACT
This white paper provides an overview of the ISO/IEC 23090-5 Information technology — Coded representation of immersive media — Part 5: Visual Volumetric Video-based Coding (V3C) and Video-based Point Cloud Compression (V-PCC) standard. The V3C standard provides a video codec agnostic framework to compress immersive media such as dynamic point clouds, which can be handled by the V-PCC profiles.

1 Introduction
The MPEG committee (ISO/IEC JTC1/SC29/WG7) is developing the MPEG-I standard for encoding, encapsulation, and delivery of immersive media. Part 5 of this standard, Visual Volumetric Video-based Coding (V3C) and Video-based Point Cloud Compression (V-PCC), provides a standard for coded representation of the dynamic point cloud media. This paper provides an overview of the V3C V-PCC standard, the best practices for immersive media coding using the V3C V-PCC compliant encoders, and compression efficiency comparison using widely used video coding standards. A more detailed history of the early standard development process can be found in [1].

2 Point Cloud Content Capturing and Representation
Point cloud content may be created in various manners. It is most common to use a camera rig, an array of cameras with a known and fixed position in space that observe a volume in which an object is located. A set of algorithms, commonly referred to as a photogrammetry process, are applied to create a 3-dimensional representation from a collection of 2-dimensional images registered by the cameras in the camera rig [1, 3]. This approach is referred to as “outside-in” volumetric image capturing.
Another approach to register point cloud information is using 3D scanning devices, such as LiDAR or Time-of-Flight sensors. Volumetric information is registered by a particular sensor that emits and records reflected light from the objects [4]. Such an approach is referred to as an “inside-out” volumetric image capturing if the point-of-view of the capture is at the center of the 3D scene. It is also possible to integrate 3D scanning devices into the “outside in” capture described above.
Yet another approach to generate content is by using artificial intelligence or computer vision algorithms to create volumetric information from a 2-dimensional image captured by a conventional camera [6] or by analyzing the temporal trajectories of tracked points of a video sequence in 3D space [5].
Point cloud information captured using one of these methods or any other method has a set of distinct characteristics. Each sample of information in the point cloud image represents a discrete portion of a volume inside the volumetric image bounding box and may have an attribute set, such as texture color, associated with it. Some of these samples neither carry any information nor have an attribute associated with a given location. Therefore such samples are not present in the point cloud file. Thus, we refer to a point cloud as the means to represent a volumetric image where each sample represents a discrete location on a 3-dimensional grid and has zero or more associated attributes. The point cloud attributes can represent color, reflectance, transparency, normal to the point, etc. Point clouds are more flexible than polygonal meshes when representing non-manifold geometry and can be processed in real-time.

3 Visual Volumetric Video-based Coding
The coding aspects of visual volumetric information are covered by the V3C standard, which can handle various volumetric information representation formats. The ISO/IEC 23090-5 standard specifies a generic mechanism for visual volumetric video coding for applications targeting volumetric content, such as point clouds, immersive video with depth, mesh representations of visual volumetric frames, etc. Visual volumetric frames can be coded by converting the 3D volumetric information into a collection of 2D images and associated data. The converted 2D images can be coded using widely available video and image coding specifications, such as ISO/IEC 14492-10 and ISO/IEC 23008-2. The associated data can be encoded, decoded, and reconstructed with mechanisms specified in the V3C V-PCC specification. Furthermore, the V3C standard specifies processes needed to reconstruct visual volumetric media and includes other techniques such as post‑decoding, pre-reconstruction, post-reconstruction, and adaptation.

4 General Volumetric Content Coding Concept
The ISO/IEC 23090-5 Information technology — Coded representation of immersive media — Part 5: Visual Volumetric Video-based Coding (V3C) and Video-based Point Cloud Compression (V-PCC) is a standard for coded representation of dynamic point clouds using existing video coding standards. It also provides the framework for encoding 3D representations as a set of 2D projections, framework used by other parts of ISO/IEC 23090 addressing volumetric data. Fig. 1 demonstrates the general V-PCC encoding process. The key technology in the point cloud coding is based on segmenting and projecting the 3-dimensional information such as point cloud images onto the 2-dimensional planes in the form of independent segments, i.e., patches, and further compression of the projected data using conventional 2D video coding. Some methods such as image padding, image smoothing, and occupancy map trimming can significantly improve coding efficiency, yet these methods do not impact the normative decoding procedure.
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[bookmark: _Ref69376017]Fig. 1. V-PCC encoder block chart.
The points are classified, refined, and grouped into patches to generate patches from a point cloud frame. The 3D patch points are then orthogonally projected (i.e., orthographic projection) to one of the 18 projection planes [11] based on their surface normal. The projected patches are then packed using a selected packing strategy. Three distinct images are then generated from the projection and packing procedure: 1) the occupancy map image, which indicates the pixel positions occupied by the projected point cloud; 2) the geometry image, which contains the distance between the projection plane and the 3D point position; and 3) the attribute image, which carries the attribute of the projected point. The images are generated per frame and arranged in video sequences, which are then encoded using the 2-dimensional video coding method. Note that given the codec-agnostic nature of V-PCC, the video sequences can be coded using different video encoding methods. Optionally the projection images may be refined using smoothing or patch padding methods for compression and subjective quality improvement. The atlas information carries a description of patches in each point cloud frame required to reconstruct a 3-dimensional point cloud from a corresponding set of projected patches. Atlas information is encoded in a lossless binary form.
Compressed V-PCC bitstream contains parameter set, atlas bitstream, occupancy map, geometry, and attribute bitstreams. The V-PCC bitstream can be in two formats: the V3C unit stream format or the sample stream format. The V3C unit stream format consists of a sequence of V3C units ordered in decoding order. 
The sample stream format can be constructed from the V3C unit stream format by ordering the V3C units in decoding order and prefixing each V3C unit with a heading that specifies the exact size, in bytes, of the V3C unit. A sample stream header is included at the beginning of the sample stream bitstream that specifies the precision, in bytes, of the signaled V3C unit size. The V3C unit stream format can be extracted from the sample stream format by traversing through the sample stream format, reading the size information, and appropriately extracting each V3C unit.
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[bookmark: _Ref70086393][bookmark: _Ref70086360]Fig. 2. V-PCC decoder block chart.

The normative aspects of the standard define the methods of decoding components of the coded V-PCC bitstream Fig. 2. The reconstruction of the point cloud from the decoded components of the V-PCC coded bitstream is a recommendation and is indicated by the reconstruction profile of ISO/IEC 23090-5 specification.

5 Tiers, Profiles, and Levels
Similar to other MPEG media coding standards, V-PCC defines conformance points in terms of profiles and tiers, i.e., combinations of decoding tools and associated bitstream syntax that is expected to be interpreted by a decoder and levels (typically maximum sizes of atlases, pictures, and frame rates, maximum bit rate, buffer capacity, etc.). Unlike 2-dimensional image or video coding standards, V-PCC specifies its profiles as a combination of  CodecGroup, Toolset, and Reconstruction profile components, as illustrated in Fig. 3. Currently, a total of 6 levels, ranging in support for volumetric image sizes as small as 1 000 000 volumetric samples per frame with corresponding projection as small as 1 920x1 080 samples at the low end, up to as large as 3 200 000 volumetric samples per frame with corresponding projection as large as 8 192x4 320 samples at the high end, are specified. 
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[bookmark: _Ref69379471]Fig. 3. V-PCC profile, tier, and level structure.

The CodecGroup component indicates video decoding specifications and their profiles, e.g., Progressive High as specified in ISO/IEC 14496-10:2014:Annex A [7], Main or Main 10 as specified in ISO/IEC 23008-2:2020:Annex A [8].
The toolset profile component indicates the supported coding tools and is defined in subsection H.15.4.1 of the ISO/IEC 23090-5 specification

Version 1 contains four Toolset profiles:
· The V-PCC Basic profile,
· The V-PCC Basic Still profile,
· The V-PCC Extended profile,
· The V-PCC Extended Still profile.

Basic toolset profiles were designed to meet the low complexity decoding and reconstruction and focus on performance and throughput. Extended profiles aiming for high-performance platforms concentrate on quality and compression efficiency. The Basic toolset profile allows a maximum of two maps coded as separate streams, and the extended occupancy map patch usage is restricted. The attribute may have three channels and must be represented in a single partition. Flexible patch orientation is also limited to projected and flipped patches. Extended profiles aiming for high-performance platforms concentrate on quality and compression efficiency.
The Reconstruction profile component indicates certain reconstruction operations to be carried out by the decoder that is defined in subsection H.15.5.1 of ISO/IEC 23090-5 specification. The V-PCC decoder may choose to ignore the occupancy synthesis component of the Rec1 reconstruction profile component. In contrast, for the Rec0 reconstruction profile component, most reconstruction operations, e.g., pixel deinterleaving, point local reconstruction, EOM, RAW, geometry and attribute smoothing, attribute transfer, and occupancy synthesis components, can be ignored.
Any V-PCC bitstream, collection of V-PCC sub-bitstreams, or V-PCC decoder can claim conformance at two points: A and B (see Fig. 2). However, indicating conformance point A (CodecGroup and Toolset) is mandatory, e.g., AVC V-PCC Basic, while for conformance point B (Reconstruction), it is optional, e.g., HEVC V-PCC Basic Rec0. A profile that has no indication of CodedGroup, or Toolset is not a valid V-PCC profile.
Currently, a total of 6 levels are specified, ranging in support for volumetric image sizes as small as 1 000 000 volumetric samples per frame with corresponding projection as small as 1 920x1 080 samples at the low end, up to as large as 3 200 000 volumetric samples per frame with corresponding projection as large as 8 192x4 320 samples at the high end. 

6 Best Practices for Encoding Point Cloud Content
The V-PCC standard is based on encoding 3-dimensional information as a collection of 2-dimensional projections. Patch creation, projection, and packing process are non-normative for this specification, allowing for multiple encoder-only optimizations to improve the reconstructed point-cloud image’s coding performance and visual quality.
The atlas component of the coded V-PCC bitstream provides information on the reconstruction of 3-dimensional information from a set of 2-dimensional projections. To improve video encoding efficiency, a combination of occupancy map information, video encoding, rate-distortion, and motion estimation algorithms may be adjusted to consider distortions of the occupied samples only (see Fig. 4).
The non-normative aspects of the standard implementation provide a set of methods to increase the coding efficiency and performance of the video encoder [9, 10, 11].
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	[bookmark: _Ref71191793]Fig. 4. V-PCC objective evaluation results with Motion Estimation and RDO optimizations



To further reduce coding artifacts as color leaking and patch contamination, methods such as safeguarding, patch placement, and padding were used in the patch packing process, as illustrated in Fig. 5. Similarly, occupancy map trimming can significantly improve point cloud reconstruction quality. Various packing strategies [12] can result in the minimum efficient packing area for reduced buffer memory requirements and/or consistent projection placement over two or more frames in temporal succession for improved coding efficiency.
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[bookmark: _Ref71134605]Fig. 5. Quality improvement of reconstructed point cloud with texture padding

7 Coded Immersive Media Characteristics and Decoder Implementations
ISO/IEC JCT1 SC29 WG7 carried out an objective verification test of V-PCC, where V-PCC encoding was studied using various existing video coding standards. In all plots, marks represent results for actual test points. Simultaneously, the curves between them were calculated using cubic spline interpolation with the bit rate in a logarithmic scale, as in typical Bjøntegaard-Delta bit rate (BD-rate) computation [13]. Objective evaluation results for three test sequences are presented in Fig. 6 and Fig. 7, in the form of PSNR BD-rate [14] for “D2” point-to-plane geometry and attribute Luma channel data vs. total bit rate plots [15, 16].
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	[bookmark: _Ref70329493][bookmark: _Ref70329485]Fig. 6. V-PCC objective evaluation results for various video coding specifications.
All-intra configuration.
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	[bookmark: _Ref71191835]Fig. 7. V-PCC objective evaluation results for various video coding specifications. 
Random access configuration	Comment by Vladyslav Zakharchenko: The AVC results updated based on Sheng-Po’s most recent cfg file



The experimental results indicate that V-PCC provides a reliable, robust, and flexible coding solution for immersive volumetric media storage and transmission.

8 Complexity Analysis of Content Creation, Encoding, Decoding, and Reconstruction
The current status of the technology allows for real-time point cloud capturing either from camera rig or using LiDAR sensors. Several implementations of the real-time decoder and renderer [17, 18] cover AVC Progressive High Basic Rec0, AVC Progressive High Extended Rec0, HEVC Main10 Basic Rec0, and HEVC Main10 Extended Rec0 are available as open-source solutions. Several commercial real-time encoders are currently in development, and TMC2 – reference V-PCC encoding software is available for generating coded V-PCC bitstreams. A throughput analysis of unoptimized real-time decoders implemented on several mobile platforms, illustrated in Table 1, demonstrates V-PCC technology deployment.

[bookmark: _Ref72835547][bookmark: _Ref72835543]Table 1  V3C V-PCC decoder throughput analysis
	All-intra coding configuration
	
	Random Access coding configuration

	Test device
	# of maps
	FPS
	
	Test device
	# of maps
	FPS

	
	
	AR on
	AR off
	
	
	
	AR on
	AR off

	Samsung Note 10+ (Adreno 640)
	1 map
	28
	42
	
	Samsung Note 10+ (Adreno 640)
	1 map
	42
	26

	
	2 maps
	24
	38
	
	
	2 maps
	38
	24

	Huawei P30pro (Mali-G76 MP10)
	1 map
	34
	42
	
	Huawei P30pro (Mali-G76 MP10)
	1 map
	42
	41

	
	2 maps
	32
	36
	
	
	2 maps
	36
	36

	Google Pixel 2XL (Adreno 540)
	1 map
	23
	30
	
	Google Pixel 2XL (Adreno 540)
	1 map
	30
	28

	
	2 maps
	22
	24
	
	
	2 maps
	24
	20

	One Plus 7 pro (Adreno 640)
	1 map
	32
	40
	
	One Plus 7 pro (Adreno 640)
	1 map
	40
	40

	
	2 maps
	32
	37
	
	
	2 maps
	37
	37



The intricate complexity and coding performance study of V-PCC coding tools were discussed in [21].
The V3C V-PCC standard has been submitted to SBTVD Forum as a response in the VR Codec category to Call for Proposals: TV 3.0 Project to enable new immersive media services [19]. 
To conduct analysis and visualization of decoded point clouds with various reconstruction profiles in real-time, MPEG has adopted a reference software renderer [20].

9 Resources
V-PCC documents are publicly available from https://mpeg-pcc.org/index.php/category/public-contributions/, the V3C V-PCC reference software repository TMC2 is publicly available at https://github.com/MPEGGroup/mpeg-pcc-tmc2 for generating coded V-PCC bitstreams.
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