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Abstract

In this output document, we present current results on an objective metric for mesh compression evaluation. 

Introduction

For the evaluation of mesh compression algorithms, a suitable objective metric is desired. Many mesh compression metrics already exist, but they do not fulfil the requirements of different topology per frame and vertex density between two meshes. The next two Sections present further details on the requirements for the mesh compression metrics and provide a review of the state-of-the-art on current metrics available. 

Here we present a preliminary metric based on the well-known D1/D2 metric used in point cloud compression. This approach is originally presented in [1]. We perform a surface sampling of the input meshes to generate their respective point cloud representations. With the sampled surface point clouds, we calculate D1/D2 and Y-PNSR metrics between two meshes, using MPEG pcc_error [2] or PCQM [3], as shown in Figure 1. Even though there are some known issues with this approach (for instance, holes and temporal inconsistencies are not well captured), the pcc_error metric was thoroughly used during the point cloud standardization and could be a good starting point for a metric suitable for mesh compression. In addition, PCQM is a perceptually correlated metrics that seems to provide accurate results and shall be studied as well as the pcc_error one.

[bookmark: _Ref62671476]Figure 1: using pcc_error for mesh evaluation
Two different implementations of this approach were provided during the 133rd MPEG meeting and were evaluated in the scope of EE 4.1 [4]. pcc_mmetric (http://mpegx.int-evry.fr/software/MPEG/PCC/mpeg-pcc-mmetric) and a direct extension of pcc_dmetric (http://mpegx.int-evry.fr/software/MPEG/PCC/mpeg-pcc-dmetric/-/tree/6-mesh-support).

pcc_mmetric is described in input document m55718 [5] and has the capability of providing sampling of the input mesh surface based on four different methods: grid, map, subdivision (sdiv and ediv) or face. The software provides metric computation using MPEG pcc_error and PCQM. Furthermore, the software can quantize an input mesh and provide metrics also for lossless comparison, that is, if meshes have exact vertex position and attributes. An evolution to take their connectivity equality, up to only a defined permutation of the connectivity that does not change the original winding of the triangles was recently added to the software. Furthermore, the software also provides measurement for near-lossless cases, by providing a mapping between input and compressed meshes, and verifying if the map is bijective, and the distortion is within a certain threshold. More details on the software can be found in [6].

The extension of pcc_dmetric is described in input document m56119 [7] and accepts OBJ as inputs for the mesh content. For the texture map the software accepts either a png file, or a video sequence in YUV420p or BGR444p formats as input formats. Internally the software samples the surface of the mesh according to three possible options: orthogonal projection, texel back-projection, or regular surface sampling. This is equivalent to the same three options in the pcc_mmetric software and will be discussed in further details in a subsequent section.

Both methods were the subject of evaluation of the EE 4.1 on metrics [4]. In MPEG 134th meeting, it was decided to use the pcc_mmetric software as the reference software for metric calculation, due to the similar results and extended functionalities offered by the software. Further improvements were implemented in the pcc_mmetric, such as reading input video for the texture map, and new stopping criteria based on edge length for the triangle sub-division surface sampling method (ediv).

In this document we review the draft requirements and the state-of-the-art of mesh compression metrics from input document m55717 [8], present current implemented methods for surface sampling presented in input documents m55718 [5] and m56119 [7], and analyze the effect of the metric when coding the input meshes with the MPEG mesh compression standard, SC3DMC, available at http://mpegx.int-evry.fr/software/MPEG/PCC/tfan_mesh_anchor and the Draco software, available at https://google.github.io/draco/.

Metrics requirements

In [9, 10] the lossy statements of the draft requirements propose to allow the compressed mesh to not preserve the topology of the original mesh. Also recall that these same draft requirement documents state that topology of meshes may vary over time. 
1. The metric shall thus be able to compare original and degraded mesh “frames” with different topology or vertex density,
2. The metric shall also be able to analyze sequences with varying topology or vertex density over time.

The metric shall provide accurate global measures for:
1. Geometry distortions due to the lossy compression of mesh vertex positions
2. Photometry distortions introduced either on:
a. colors per vertex, due to vertex position and/or vertex color attributes lossy compression
b. or on colors from texture map, due to vertex position and/or vertex UV attribute and/or texture map lossy compression (or downscaling for maps)
3. Optionally, attributes distortions introduced on normal vectors due to lossy compression. Normal attributes might be on a per vertex basis or attribute map.
4. In addition, a generic global measure could be provided for generic (user defined) attributes.
The metric shall provide accurate global measures representative of the metric evolution over the frames of the animation, hence of the degradation introduced to the entire animation through temporal artefacts.

As objective metrics play a dominant role for the adoption of tools, it is quite important to have a close correlation between the metric scores and subjective test results.

[bookmark: _Ref58246190]Prior art on mesh metrics
We base this quick study on the very complete review of “Perceptual Metrics for Static and Dynamic Triangle Meshes” [11]. In the rest of the document reference citations of the form [Len99] are directly extracted from [11], and the reader should refer to this document for details.

Static meshes

The Table 1 (extracted from [11]) present a summary of existing metrics for static meshes.
We added colors to these tables to highlight adequation with requirements introduced in the previous section. We also added a column to mention whether the metric takes texture map distortions into account or not.

[bookmark: _Ref58252090]Table 1. Properties of existing metrics for static meshes. The column ‘Constraints’ indicates if the metric requires the meshes to share the same connectivity or the same level of details. *The method [CDGEB07] does not require similar connectivity but similar vertex density. The correlation data have been synthesized from [LC10], [Lav11], [VR12], [WTM12], [TWC12] and [12]. Table from [11].
	
	Image/model
	HVS/signal
	Principle
	Constraints
	Texture
Colors
	Correlation

	[Red97, LH01, WLC*03] 
	Image
	HVS
	CSF
	No
	possible
	Not evaluated

	[BM98], [Lin00], [QM08]
	Image
	HVS
	Sarnoff VDM
	No
	possible
	Not evaluated

	[Mys98], [RPG99], [DPF03], [ZZDZ10]
	Image
	HVS
	Daly VDP
	No
	possible
	Not evaluated

	[MG10]
	Image/model
	HVS
	Spatio-temporal CSF [BK80]
	No
	?
	Not evaluated

	FQM [13]
	Image/Model
	Signal
	MSE
	Yes
	Yes
	

	Metro [14], MeshDev [15]
	Model
	Signal
	Hausdorff distance
	No
	No
	Poor


	[16]
	Model
	Signal
	MSE
	Yes
	Yes
	

	GL1[KG00]
	Model
	Signal
	Geometric Laplacian
	Yes
	No
	Poor

	GL2[SCOT03]
	Model
	Signal
	Geometric Laplacian
	Yes
	No
	Poor

	SF[BHM09]
	Model
	Signal
	Triangle deformation
	Yes
	No
	Poor

	3DWP M[CDGEB07]
	Model
	Signal
	Roughness
	No*
	No
	Moderate

	MSDM[LDD*06]
	Model
	Signal
	Local curvature statistics
	Yes
	No
	Moderate | High

	MSDM2 [Lav11]
	Model
	Signal
	Local curvature statistics
	No
	No
	High

	TPDM[TWC12]
	Model
	Signal
	Curvature directions
	No
	No
	High

	FMPD[WTM12]
	Model
	Signal
	Roughness
	No
	No
	High

	DAME[VR12]
	Model
	Signal
	Dihedral angles
	Yes
	No
	High

	CM1,CM2 [12]
	Image
	
	
	No
	Yes
	High



From the lecture of Table 1 we can see that most Model based solutions do not include support for texture maps and that half of the Model based solutions have constraints on mesh topology, which does not fit the current draft requirements. 

Regarding texture support for model based, [16] only incorporates texture resolution information in a weighted combination with geometry MSE metric. “FQM [13] is a metric especially designed for textured mesh quality assessment. It is defined as a weighted combination of two simple error measurements: the mean squared surface distance and the mean squared error over texture pixels. Optimal weights are computed using cross-validation” (cited from [12]). In [12], Guo et al. proposes “simple linear combination of its geometry quality and its texture quality, measured, respectively, by a 3D mesh metric QG (MSDM2 or SDCD) and an image metric QT(MS-SSIM)”. The parameters of the combination are learned from perceptual user tests. They demonstrate better results than FQM examining Spearman and Pearson correlations between the objective metric values and the subjective scores.

Finally, image-based metrics could be interesting to circumvent the texture mapping issue. In any case, texture color support is possible by incorporating the texture mapping in the rendering step. Another advantage of image-based metrics resides in the fact that they do not impose any constraints on the compared meshes. However, the accuracy of the metric strongly depends on the rendering resolution and conditions (texture sampling/filtering, number of views, lighting or not, ...).

Dynamic meshes

The following three paragraphs are cited from the section 4.1. “Static mesh metrics applied on dynamic meshes” of [11].

“As mentioned before, any of the metrics for static meshes presented in previous sections can be applied on dynamic meshes in the per-frame fashion, using the per-frame result sum, average or maximum as a result. Some authors display the result of some particular static mesh metric for each frame in the form of a time-dependency graph.

Early papers on dynamic mesh compression, such as [Len99] and [IR03], have used average SNR to evaluate the amount of distortion caused by the lossy encoding. Later, after publication of the Metro tool, metrics based on Hausdorff distance became more popular. Some papers—[MZP06] and [KPA09]—show temporal development of root mean squared error (RMSE) or its average, although others—[HKL09]—show the temporal development of Hausdorff distance.

The common problem of all these metrics is the lack of correlation with human perception, which has already been identified in one of the first works on dynamic mesh compression by Lengyel [Len99]. The work of Lee et al. [LKT*07], where the sum of Discrete Shape Operator differences is used (similar to the metric in [KG00]), is one of the few exceptions, where a perceptually motivated static mesh metric has been used for dynamic mesh comparison. But, even in this case, the metric cannot capture any temporal artefacts that may arise in dynamic mesh processing.”

The Table 2 (extracted from [11]) present a summary of existing metrics for dynamic meshes.
We added colors to these tables to highlight adequation with draft requirements introduced in the previous section. We also added a column to mention whether the metric takes texture map distortions into account or not. From the lecture of Table 2 we can see that none of presented solutions meets all the requirements. One can observe that most solution does not handle temporal artefacts explicitly. 

Among the five solutions presented, PDiff [LO11] is the most interesting one, with respect to the draft requirements, since it supports texture colors and is not constrained to any topology. To solve the resolution limitations induced by image-based technique PDiff renders the model from different distances (possibly including closeups). They evaluate their metrics on three specific aspects: the texture (linked to the geometry, the UVs and the map quality), the silhouette (linked to the geometry quality) and the lighting (linked to the normal vectors and geometry quality). Even if the experiment provides interesting results, they do not formalize clearly their metric that relies on PerceptualDiff [Yee et al. 2001].

[bookmark: _Ref58252102]Table 2. Properties of existing metrics for dynamic meshes (the column ’Constraints’ indicates if the metric require the meshes to share the same connectivity). Table from [11].
	
	Principle
	Based on static mesh metric
	Constraints
	Texture
Colors
	Handling of temporal artifacts
	Correlation

	KG [KG04]
	Normalized average MSE
	Yes
	Yes
	No
	No
	Poor

	Da [JKJ*04]
	Error vectors
	No
	Yes
	
	No
	Poor

	4D Hausdorff [VS06]
	Hausdorff distance
	No
	No
	No
	No
	Poor

	STED [VS11]
	Edge difference
	No
	Yes
	No
	Yes
	High

	PDiff [LO11]
	Image comparison
	Yes
	No
	Yes
	No
	Not evaluated



Finally, another approach, not represented in the literature, is to highly sample the textured meshes and to use colored point cloud metrics [2, 3] for the comparisons. We will devise some experimentations made with such method in the next session.



Mesh Surface Sampling

In this section we devise the four sampling methods available at least in one of both tools, thus available for evaluation.

Grid sampling

The point cloud is created by performing ray-casting in the axis direction (x,y,z), depending on the normal of the triangle. A hit test determines if the casted ray hits the triangle, then the color is obtained by barycentric interpolation (to determine the UV coordinate of the point), and then bilinear interpolation (to get the RGB value from texture map). The coordinate of the point in the normal direction is rounded, while the other directions are the same, since they are obtained from in integer positions of the casted ray.

Since the meshes are voxelized, all the vertices are in an integer position of the 3D grid. If an orthogonal projection of each triangle is used, the exact position of the vertices may be part of the sampled surface, depending on the chosen grid. The color of those points is obtained through bilinear interpolation, if UV mapping is used, otherwise the vertex color should be used. Figure 2 shows the surface sampling for the uncompressed longdress mesh, frame 1051.


[bookmark: _Ref62672517]Figure 2: Orthogonal Mesh Surface Sampling
The sampling process is performed individually in each triangle, so it creates a lot of duplicate points. But the pcc_metric software has the option to either remove the duplicates by keeping the first point or averaging all the duplicates. In the experiments with the extension of pcc_dmetric, duplicate points were averaged. The sampling grid used can also be an input parameter, but currently we do not change the resolution of the input mesh and perform sampling in a grid with similar size. For instance, for the 8i sequences, the grid size is 1024 x 1024 x 1024. We believe that there is still room for improvement in the metric, by creating more points in areas that are not well sampled, due to the angle between the triangle surface and the projection direction. For instance, the implementation in pcc_mmetric uses all three sampling directions to create the points in the mesh surface, but this can lead to clusters of samples in the surface. Furthermore, neighboring triangles with different orientations may have issues in the shared edges. Strategies as the ones proposed in [17], e.g. to extend the primitives, could be applied to reduce the number of holes. However, color value of the added voxels should also be carefully selected.

Face sampling 

In [18], point cloud content was provided by Owlii from sampling a mesh surface. In their contribution, they also provided a software that performs the conversion. In summary, each triangle is sampled in a grid following the direction of the sides of the triangle. The sampled position is rounded to an integer value, and the color value is obtained by first estimating the UV coordinates of the sampled position using barycentric interpolation, and then doing bilinear interpolation in the UV map domain. In the provided software, the size of the grid at the sized of the triangles was given as an input parameter, and multiple layers could also be created along the normal direction. 

In the pcc_dmetric and the pcc_mmetric software, sampling following Owlii’s approach is also possible. However, the positions of the sampled surface are not rounded and are still maintained in floating-point resolution. Because with this approach the edge and the vertices of the triangles are part of the sampling set, duplicate points occur in the final point cloud. Similar to the grid sampling, we also allow the software to remove duplicate points, either by choosing the attribute of the first one or just averaging all their attributes. Figure 4 shows the surface sampling for the uncompressed longdress mesh, frame 1051.


[bookmark: _Ref62672547]Figure 3: Regular surface sampling Mesh Surface Sampling
Map sampling

The point cloud is created by performing back projection of the texels, that is, the integer positions in the UV maps. The color of each point is directly obtained from the texture map, but the position of the point in 3D space is obtained by performing barycentric interpolation of the vertices of the triangle. Notice that in this case, the vertices of the mesh may not be present in the point cloud, since the UV coordinates of the vertices are usually not an integer position (and do not represent a texel). Figure 3 shows the surface sampling for the uncompressed longdress mesh, frame 1051.


[bookmark: _Ref62672540]Figure 4: Texel back-projection Mesh Surface Sampling
Since the position of the points is obtained by combining the position of the vertices, the result is a floating-point value, which avoid duplicates in the resampled point cloud. The density of the point cloud will depend on the size of the texture map.

Surface subdivision sampling (sdiv and ediv)

The point cloud is created by performing surface subdivision using the scheme presented in Figure 5. A triangle is divided into four triangles by selecting the center of each edges. Other triangle subdivision schemes could be envisioned but this one is simple and fast. The algorithm is recursive and subdivide faces until an area threshold is reached (sdiv) or a particular edge length is reached (ediv). This leads to a well-balanced point cloud with the property that original vertices are preserved, and edges are regularly sampled. An additional recursion stop criterion can use distance of projected vertices in the texture map (Figure 5. Right). By setting a distance in texels of 1, we can lead to a color signal accurate subdivision.

[image: ][image: ][image: ]
[bookmark: _Ref62739333]Figure 5: left, triangle subdivision scheme. Center, top triangle subdivision stopped on map distance threshold (green grid represents pixels). Right: result of 8bit model with 1M points.

Experimental results

pcc_dmetric extension results

We present in Figure 5 results for one frame of the longdress sequence, coded with TFAN using the SC3DMC software [19]. The quantization parameters varied from 5 to 16 for the vertices position and for the texture coordinates. 
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[bookmark: _Ref62672570]Figure 6: Comparison of metric performance
All three surface sampling strategies provide metrics that improve as the quantization parameter increases. The texel back-projection sampling strategy has issues with the geometry, since when the UV parameters are heavily quantized, the texels of the texture map does not belong to any triangle, therefore reducing the number of points as well.

The orthogonal projection has the advantage that the samples generated are situated in integer positions, so no floating-point value is used for the comparison. In order to provide more details on the objective metrics, we show in Figure 6 the behavior of the metric, when we change the quantization parameters independently for vertex position and texture mapping.
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[bookmark: _Ref62672559]Figure 7: Independent QP variation
As expected, when the quantization parameter is fixed for the vertex position, the metric related to geometry does not change. However, the metric related to the attribute does change with the variation in quantization step for the texture coordinate. Furthermore, the distortion in geometry will influence the attribute metric as well. For instance, for high distortion in geometry, even the increase in the quantization step for the texture coordinate does not improve the measured quality. However, for low geometry distortion, the quantization parameter for texture coordinate increases the overall attribute quality. This makes sense because with bad geometry, the search for a match between the points of two point clouds results in errors (two uncorrelated points become a match), so the RGB value of the reference might always be wrong, regardless of the RGB value of the compressed point cloud. In the case that the geometry is high-quality, the attribute quality is only affected by the quantization parameters, which may result in a wrong RGB value for the compressed point cloud, even though the corresponding point in the reference cloud is the correct one.

pcc_mmetric results
Several results for the pcc_mmetric software are available in [4]. Here we reproduce in Figure 8 the results for longdress also presented in [4], but using only the subdivision sampling strategy with the edge criteria (ediv). During MPEG 133rd meeting, ediv sampling option was deemed the sampling strategy that most optimally sampled the surface of a mesh, and was appropriate for the metric criteria. However, some issues were raised during the meeting of instability of the threshold value, as well as time of computation of the metric. The optimal parameters provided during the meeting targeted a total of around 4 millions points sampled on the surface of the mesh, but this amount of points lead to a very slow metric evaluation, due to the usage of a kdtree to find the corresponding points. Further discussions to improve the metric are still ongoing.

[image: ]
[bookmark: _Ref72525369]Figure 8: ediv sampling criteria for longdress frame compressed with several different QP

Conclusion

We presented an objective metric for mesh compression evaluation based on mesh sampling and existing point cloud metrics pcc_error and PCQM. A first evaluation of the approach was performed using the pcc_error software, by calculating D1/D2/Y-PSNR metrics for point clouds obtained by sampling the surface of meshes. 
Additional results were provided in the scope of the EE4.1 on mesh coding metrics, especially on PCQM metrics as well as on both metrics PCC_ERROR and PCQM behavior in the context of models degenerate by other means than quantization (e.g. having cracks or holes). The ongoing work on improving the objective metric for mesh compression evaluation is carried on EE4.1 mesh coding metrics.
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