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_____________________________
Abstract
This document describes Exploration Experiments (EEs) planned to be performed between 22nd and 23rd JVET meetings to evaluate enhanced compression tools beyond VVC capability.
[bookmark: _Hlk70348237]Introduction
EE focus is to evaluate individual coding technologies and their combinations. Contributions improving compression efficiency further is highly encouraged.
EE related discussion shall happen on JVET and JVET-CE reflectors.
EE tests should be implemented on top the EE software base (ECM-1.0) as agreed at JVET-V meeting and EE software base is used as an anchor in the tests. For tool-on tests, VTM-11.0 with the improved MCTF from JVET-V0056 should be used as an anchor. EE software base will be tagged, a new EE fork (ECM) is created and will be used for the EE software distribution and tests.
Tests shall be performed according to the CTC described in JVET-V2017 with an additional TGM 4:2:0 optional class. TGM tests are required for testing SCC tools.
AI and RA test configurations are required for intra tool testing, while RA and LB test configurations are required for inter tool testing. LP configuration is optional. In LB and LP configurations, the sequences length is reduced to 5 seconds for all classes.
Timeline
T1 = 2 weeks (May 14, 2021) after JVET meeting: EE software base is released
T2 = T1 + 1 week (May 21, 2021): EE description is finalized
T3 = T2 + 2 weeks (June 4, 2021): Initial software release for EE tests.	
T4 = JVET meeting start – 3 weeks (June 16, 2021): Software in EE branches is frozen 
List of tools

	
	Tests
	Tester
	Cross-checker

	1 Partitioning

	1.1
	ABT
	InterDigital
	

	1.2
	ABT with non-normative restrictions on partition splits
	InterDigital
	

	1.3.a
	UQT, high efficiency configuration
	Bytedance 
	

	1.3.b
	UQT, low complexity configuration
	Bytedance 
	

	1.4.a 
	UQT+UBT, high efficiency configuration
	Bytedance
	

	1.4.b
	UQT+UBT, low complexity configuration
	Bytedance
	

	1.5
	UQT+ABT
	Bytedance, Interdigital
	

	2 Intra prediction

	2.1
	TIMD
	Bytedance
	

	2.2
	Additional blending DIMD modes
	LGE
	

	3 Inter prediction

	3.1
	ARMC with template matching
	Bytedance
	

	3.2
	ARMC with bilateral matching instead of TM
	Bytedance
	

	3.3
	GPM with MMVD
	Bytedance, Kwai
	

	3.4
	GPM with template matching
	Alibaba
	

	3.5
	GPM with template matching and CU-level signaling
	Qualcomm
	

	3.6
	Extension of template matching to CIIP, GPM, Affine merge modes, and boundary sub-blocks 
	Qualcomm
	

	4 Transform

	4.1
	Extended intra MTS
	Qualcomm
	

	4.2
	Extended LFNST - method 1
	Qualcomm
	LGE

	4.3
	Extended LFNST - method 2
	Qualcomm
	LGE

	4.4
	Extended intra MTS + extended LFNST
	Qualcomm
	

	4.5
	Extended LFNST with large kernel – method A
	LGE
	

	4.6
	Extended LFNST with large kernel – method B
	LGE
	

	4.7
	Replace LFNST in EE base with the proposed method A
	LGE
	

	4.8
	Replace LFNST in EE base with the proposed method B
	LGE
	

	5 In-loop filtering

	5.1
	Cross-component SAO
	Kwai
	


Tools description
Partitioning
Asymmetric Binary Tree (ABT) partitioning (JVET-V0083)
Four new asymmetric binary tree splitting modes are added to the multi-type tree structure of VVC, to allow new splitting configurations. These added split modes are shown on Figure 1.
According to the added split modes, a coding unit with size S is divided into 2 sub-CU with sizes S/4 and 3.S/4, either in the horizontal or in the vertical direction. In practice the added available CU sizes are 6, 12, and 24. 
[image: ]
Figure 1. Split modes supported in the proposed QTBT+TT+ABT framework
The added split modes are signalled by means of two context-based coded bins added to VVC syntax, respectively indicating the use of ABT split for a given CU, and the type of ABT split in the case ABT is used. 
Furthermore, according to a second test of ABT, some redundant series of splits are normatively forbidden, so that any block division resulting from ABT, BT or TT split can be reached through a unique series of split modes.
List of tests to be performed
	#
	Test
	Tester

	1.1
	ABT
	InterDigital 

	1.2
	ABT with split non-redundancy normative policy
	InterDigital


Unsymmetric partitioning methods in video coding (JVET-V0097)
Two unsymmetric partitioning methods denoted as unsymmetric binary-tree (UBT) partitioning and unsymmetric quad-tree (UQT) partitioning are tested.
UBT:
Four types of UBT are proposed. UBT-H1 and UBT-H2 split a CU with dimension W×H into two child-CUs with dimensions {W×H/4, W×3H/4} and {W×3H/4, W×H/4}, respectively. UBT-V1 and UBT-V2 split a CU with dimension W×H into two child-CUs with dimensions {W/4×H, 3W/4×H} and {3W/4×H, W/4×H}, respectively.
UQT:
Four types of UQT are proposed. UQT-H1 and UQT-H2 split a CU with dimension W×H into four child-CUs with dimensions {W×H/8, W×H/2, W×H/4, W×H/8} and {W×H/8, W×H/4, W×H/2, W×H/8}, respectively. UQT-V1 and UQT-V2 split a CU with dimension W×H into four child-CUs with dimensions {W/8×H, W/2×H, W/4×H, W/8×H} and {W/8×H, W/4×H, W/2×H, W/8×H}, respectively.
List of tests to be performed
	#
	Test
	Tester

	1.3.a
	UQT, high efficiency configuration
	Bytedance 

	1.3.b
	UQT, low complexity configuration
	Bytedance 

	1.4.a 
	UQT+UBT, high efficiency configuration
	Bytedance

	1.4.b
	UQT+UBT, low complexity configuration
	Bytedance

	1.5
	UQT+ABT from JVET-V0083
	Bytedance, Interdigital


Intra prediction
Template-based intra mode derivation using MPMs (JVET-V0098)
Template-based intra mode derivation (TIMD), which derives the intra prediction mode from the MPM list, is tested. As shown in Figure 2, the template is composed of the left and above reconstructed neighbouring samples and the reference of the template is used for intra prediction of the template. The intra prediction mode with minimum SATD cost is selected as the TIMD mode. When the secondary MPM list is enabled, mode candidates in both the primary and the secondary MPM lists are checked.
[image: ]
[bookmark: _Ref70348666]Figure 2 Template-based intra mode derivation
List of tests to be performed
	#
	Test
	Tester

	2.1
	TIMD
	Bytedance 


DIMD with multiple blending modes (JVET-V0087)
Additional blending modes introduced to the one DIMD mode are tested. These blending modes have different weights when blending the predictions from decoder derived intra modes and planar mode. An index is signaled to indicate which DIMD blend mode is to be used.
List of tests to be performed
	#
	Test
	Tester

	2.2
	Additional blending DIMD modes
	LGE



Inter prediction
Adaptive Reordering of Merge Candidates (JVET-V0099)
[bookmark: _Hlk69046473][bookmark: OLE_LINK57][bookmark: OLE_LINK62]An adaptive reordering of merge candidates (ARMC) method is proposed. With the proposed method, merge candidates are divided into several subgroups, and merge candidates in each subgroup are reordered ascendingly according to cost values.
In test #1, the cost is measured by a difference between samples of a template of the current block and their corresponding reference samples. In test #2, the cost is measured by a difference between two bilateral matching blocks.
List of tests to be performed
	#
	Test
	Tester

	3.1
	ARMC with template matching
	Bytedance 

	3.2
	ARMC with bilateral matching instead of TM
	Bytedance


Geometric partitioning mode with motion vector differences (JVET-V0103 and JVET-V0125)
The motion information of each geometric partition of a GPM CU is further refined by adding up a signalled MVD to a unidirectional GPM merge candidate. The MVD of a GPM partition is signalled as a direction and a distance.
List of tests to be performed
	#
	Test
	Tester

	3.3
	GPM with MMVD
	Bytedance, Kwai


Combination of GPM and template matching (JVET-V0117)
For a CU coded in GPM, each partition can independently decide whether the uni-prediction motion is refined using template matching or not. When TM is applied, the uni-prediction motion is refined in the same way as TM applied to merge mode.
List of tests to be performed
	#
	Test
	Tester

	3.4
	GPM with template matching
	Alibaba


Extension of template matching to CIIP, GPM, Affine merge modes, and boundary sub-blocks (JVET-V0118) 
This test applies template matching refinement to CIIP, GPM, Affine merge modes and boundary sub-blocks of a CU. It is indicated at CU level whether template matching refinement is enabled for these merge modes. TM CIIP refines the motion of the selected merge candidate using template matching. Similarly, TM GPM refines the uni-directional motion of each selected merge candidate independently before blending. For TM Affine merge mode, template matching refinement searches around the given CPMVs of the selected merge candidate. Each sub-block template on the reference frame is pointed to by the motion, derived by using CPMVs, of the corresponding sub-block template on the current picture. For sub-block TM merge mode, the motion of a merge candidate is firstly refined at CU level and then may be further refined for each 4x4 boundary sub-block separately, when it is uni-directional. Sub-block motion may be converted to bi-prediction motion after refinement. If feasible, split-down tests for individual tools may be performed and other combinations.
List of tests to be performed
	#
	Test
	Tester

	3.5
	GPM with template matching and CU-level signaling
	Qualcomm

	3.6
	Extension of template matching to CIIP, GPM, Affine merge modes, and boundary sub-blocks 
	Qualcomm


Transform
Extended MTS for intra coding (JVET-V0116)
In the current VVC design, for MTS, only DST7 and DCT8 transform kernels are utilized which are used for intra and inter coding. Additional primary transforms including DCT5, DST4, DST1, and identity transform (IDT) are tested. MTS set is made dependent on the TU size and intra mode information. Up to 16 different TU sizes are considered, and for each TU size different classes are considered depending on intra-mode information. For angular modes, a joint symmetry over TU shape and intra prediction is considered. For the wide-angle modes the nearest conventional angular mode is used for the transform set determination.
AI and RA configurations are mandatory in this test, LB is optional.
List of tests to be performed
	#
	Test
	Tester

	4.1
	Extended intra MTS
	Qualcomm


Extended LFNST (JVET-V0116)
LFNST kernels are selected based on intra prediction mode and block size/shape. In method 1, the kernels are selected based on the intra prediction mode and the minimum block dimension that is capped at 16 or 32. Grouping of intra modes is used to reduce the number of kernels. Kernel sizes are depended on the transform unit dimensions. In method 2, the method 1 is further extended by splitting the kernel classes based on the transform block shape in addition to the minimum TU dimension.
List of tests to be performed
	[bookmark: _Hlk70311438]#
	Test
	Tester

	4.2
	Extended LFNST - method 1
	Qualcomm

	4.3
	Extended LFNST - method 2
	Qualcomm

	4.4
	Extended intra MTS + extended LFNST
	Qualcomm


LFNST extension with large kernel (JVET-V0119)
The LFNST extensions including large kernels with zero-out, which were introduced in JVET-V0119, namely LFNST4, LFNST8, and LFNST16, which are applied according to the block size. The 32x96 matrix as LFNST16 has region of interest consisting of the first six 4x4 subblocks in the scan order, and the 32x64 matrix as LFNST8 takes top-left 8x8 region as an input to LFNST.
Extended LFNST should be tested as a combination with EE base and replacing the existed LFNST with the proposed methods.
Two configurations are tested:
Test A: (LFNST4, LFNST8, LFNST16) = (16x16, 16x48, 32x96*)
Test B: (LFNST4, LFNST8, LFNST16) = (16x16, 32x64*, 32x96*)
List of tests to be performed
	#
	Test
	Tester

	4.5
	Extended LFNST with large kernel – method A
	LGE

	4.6
	Extended LFNST with large kernel – method B
	LGE

	4.7
	Replace LFNST in EE base with the proposed method A
	LGE

	4.8
	Replace LFNST in EE base with the proposed method B
	LGE


In-loop filtering
Cross-component Sample Adaptive Offset (JVET-V0153)
Cross-component SAO operates as part of SAO process and utilizes the correlation between three components as guidance to further enhance the reconstructive quality of the current sample.
List of tests to be performed
	#
	Test
	Tester

	5.1
	Cross-component SAO
	Kwai
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