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1 [bookmark: _bookmark0][bookmark: 1_Purpose][bookmark: _Toc44655426][bookmark: _Toc488422709]Introduction
This document gathers use cases for immersive media. These use cases are used to derive requirements for immersive applications and services. The document is not exhaustive, but rather lists a wide range of use cases that collectively are representative for the functionality that MPEG‑I seeks to offer.
This document focuses on use cases for MPEG-I Phase 2. A separate document, MPEG-I Phase 1 Use Cases (N17504), already exists to specifically gather use cases for MPEG-I Phase 1a and 1b.
2 [bookmark: _Toc44655427]Use Cases
	2.1 [bookmark: _Toc44655428]Combined Point Cloud and Video 6DoF Contents

	Description
A user is watching a sports match, or a concert, using a device with the capability to provide input from the user to enable him/her to change his/her viewpoint location and direction within the sport or concert venue, without restriction.
For example, the user has the possibility to select a viewpoint from a 1st person perspective of a sports player, or a 3rd person perspective viewpoint similar to that of more traditional TV broadcast sports contents (Figure 1).
[image: ]       [image: ]
Figure 1: An example of 2 different viewpoints which could be selected by a user. Left: 1st person player view. Right: 3rd person commentary view [2].
The 6DoF content which the user is viewing is rendered using a combination of both point cloud media data, and video media data.  The entire sports or concert venue is captured using multiple high resolution cameras, such that the video data captured can be processed to create a point cloud scene of the center of the sports or concert venue (e.g. the sports pitch, players and other dynamic objects are represented by point clouds in the scene).  This processing can be performed either at the venue itself, or remotely on a dedicated network. 
The venue may also be equipped with sensors that can capture Tactile Essence (SMPTE st2100-1-2017, Coding of Tactile Essence) and haptics information may be associated with the audiovisual media.
By creating such point cloud media data, a user has the freedom to navigate within the sports or concert venue (i.e. the defined scene boundary here) and is able to view different players and objects from all viewpoints and positions.
Since such venues are traditionally very big, and include massive crowds of spectators, it is possible to represent such non-interactive parts of the scene background using video media data.
The result is that the user views both point cloud and video media rendered at the same time in order to create an immersive experience.
Further applications of this use case include the smooth changing of views: from views containing only video media data, to combined point cloud/video media data, and to views containing only point cloud media data.  Such smooth changing of views is especially important for rendering devices which allow restricted viewpoint changes, or for playback applications such as some predefined guided viewing.  Sports and concert events typically have multiple professional broadcasting cameras capturing the event at different locations with different panning trajectories; by supporting the smooth transition of views from video to combined media, both the high quality and artistic intent of video captured by broadcasting cameras can still be portrayed to the user as part of the immersive experience. Smooth transition will also apply to the haptic media.
Since point cloud media data of a complete sports or concert scene typically takes up huge amounts of data, the processing, delivery and rendering of media in this use case should be dependent on the view selected or defined by the user.  Through the user selected viewpoint location and direction, relevant media data should be sent accordingly to the user; functionalities specific to point cloud navigation, such as level of density adaption, should be considered in order to achieve low latency in the system.
Haptic tracks may be with a number of elements in the scene, such as specific objects in the scene, a capture device at the venue, or background media like a global ambient track (i.e., crowd noise). These haptic tracks can be activated, deactivated, or modulated based on the user’s viewpoint. Scene components outside the field of view can be mixed to enable directional haptic experiences. The haptics may be user configurable.

	Required features

	

	Potential Requirements and Specifications

	The MPEG-I 6DoF system may provide functionalities to support this use case through the following key requirements:
· The system shall support the processing (for media distribution), of different media types.
· The system shall support the storage of different media types.
· The system shall support the presentation and playback of different media types.
· Note: Media types may include,2D video, spherical video, point cloud, haptic data, and various audio media data
· The system shall support the processing and storage, presentation of multiple different media types such that they are synchronized both spatially and temporally for simultaneous rendering, more specifically a 2D background video surrounding a point cloud object.
· The system shall support low-delay delivery and rendering of the above media types for 6DoF contents.
· The system shall support metadata which allows natural and smooth switching between real camera captured views and other virtually processed camera views within the point cloud scene.
· The system shall support the partial delivery and rendering of content media depending on the user selected location and view within the point cloud scene.
· The system shall support level of density adaptation of point cloud media depending on the user selected view location and end-to-end system capabilities.
· The system may support the processing of multicamera media data to create the point cloud scene.
· The system may support rendering of haptic media based on available hardware at the client.
· The system shall support mixing and modulation of haptic tracks.



	2.2 [bookmark: _Toc44655429]Scene and object feature based 6DoF media change

	A user is watching a sports match produced in 6DoF on a mobile device which is capable of rendering 6DoF media content but is only available to capture 2D media by its camera module.
In the middle of the match, there are some moments to replay the important shots of a player. When the player is zoomed in and the camera moves along the player, changing the player’s face to the user’s face can be provided as an entertainment purpose.
For example, the player’s crying face can be replaced by user’s face which is transformed from the 2D image or short video taken by the camera installed in user’s mobile device. 
Regardless the expression of user’s face or skin colors and textures, and regardless  the lower DoF of user’s face data, the user’s face is naturally absorbed into the 6DoF player’s face so that user’s crying face is shown with the player’s body.
There may be haptics associated with user-selected 3D objects, where the player selected for 2D overlay activates the haptic track associated with that player, regardless of that player’s position relative to the viewer’s perspective.

	Required features

	

	Potential Requirements and Specifications

	The MPEG-I 6DoF system may provide functionalities to support this use case through the following key requirements:
· The system shall support metadata which includes information describing objects and object features within a scene.
· The system shall support metadata for processing of object features, namely preserving and replacing features for objects in a scene.
· The system shall support metadata for associating haptics with objects or object features in the scene.
· The system shall support construction of 6DoF media data from lower degree of freedom media data.
· The system shall support low delay processing of object feature analysis.
· The system shall support low delay processing and rendering of object features for a scene.



	2.3 [bookmark: _Toc44655430]Remote pre-rendering for 6DoF contents 

	This use case reflects the full immersive content experience which will be enabled through live captured content. When a live sports game, such as Super Bowl, is offered as 6DoF immersive content, a user would receive a 6DoF volumetric video and watch the game from a perspective of his favorite player in the game. In some cases such as a mobile terminal, content are sent to a remote renderer at the mobile edge clouds for pre-rendering according to a user’s selected viewport, the network conditions, and/or the device capabilities and delivered to a client terminal.
[image: ]
Haptic effects may be rendered at the source or mobile edge cloud for pre-rendering and streamed to the client depending on user metadata such as the haptic device capabilities. Haptic effects may be defined in metadata or parameterized data at the source and rendered on the client side. If the haptic renderer shifts among source, mobile edge cloud, and client, the haptic tracks are mixed to minimize tactile artifacts and ensure a smooth transition.

	Required features

	

	Potential Requirements and Specifications

	1) The MPEG-I system shall support full or partial delivery media content depending on different network conditions and device capabilities and configurations.
2) The system shall support (pre-)rendering of immersive contents by a clouds system instead of the client which will consume the contents, where the output will be either 6DoF, 3DoF+, 3DoF, or 2D.
3) The system shall support remote encoding for converting immersive 6DoF content to a simpler representation such as 2D image/video.
4) The system shall support 6 DoF media contents metadata for (pre-)rendering by a clouds system.
5) The system shall support user metadata (different network conditions and device capabilities and configurations) for (pre-)rendering by a clouds system.
6) The system shall support the network-based media processing framework
7) The system shall support transcoding as part of pre-rendering of haptic media




	2.4 [bookmark: _Hlk511827636][bookmark: _Toc44655431]Full Immersive Content: 6DoF with full 3D 360 video

	Description
This use case reflects the full immersive content experience which will be capable through real-life captured content in the future (defined by MPEG-I).  Full 6DoF immersive content allows the viewer to navigate his/her location within the content space, freely without limitation, with natural change of the corresponding rendered video and audio.  The media data will involve new data concepts (such as light fields), most likely requiring needs for new capturing technologies, video and audio codecs, delivery systems as well as new display technologies.  The result of using these new technologies will provide a high quality, realistic immersive experience.
A haptic profile may be based on the 3D object’s geometry. For example, when part of a user’s avatar interacts with the object by colliding with it, a haptic effect may be rendered that signifies collision. The haptic profile may also be based on the 3D object’s surface features, including haptic specific surface textures as well as include thermal profiles appropriate for display on a thermal haptic device.
 [image: ]
Figure 2: An example of full 6DoF immersive content where a viewer may change his or her viewpoint to any location within the scene boundary

	Identified Gaps and Optimization Potentials

	Potential Requirements and Specifications

	· The system shall support collision detection suitable for enabling haptic interaction
· The system shall support association of haptic texture with a 3D object for enabling haptic interaction.
· The system may support server-side identification and encoding of material properties.



	2.5 [bookmark: _Hlk511827663][bookmark: _Toc44655432]A Mobile Subject looks around a statue Object

	A single person moves around a still statue object in a room and looks at the statue. 
A haptic profile is associated with the statue, potentially derived from computer vision-based analysis of the statue image.

	Required features

	The media content is of sphere type, the object is inside the sphere, and the subject looks at the object from outside of the sphere, and has the 3 rotational DoFs plus 2 translational DoFs (no movement in the z-axis). 

	Potential Requirements and Specifications

	Media Format shall support
· a list of media geometry types, including sphere and rectangular box
· switching among content with different geometry types
· how content at different locations are spatially related
· association of haptic media with media geometry types (e.g., by nested sphere)
Presentation Format shall support
· viewports with translations and orientations in 3/2/1 dimensions 
· viewport dependent presentation that can be adapted to different network conditions and device capabilities and configurations
Orchestration Format shall support
· orchestration in time
· orchestration of multimodal media presentation (e.g., audio, video, and haptics)
· orchestration across space



	2.6 [bookmark: _Hlk511827678][bookmark: _Toc44655433]A Mobile Subject looks around a statue Object with up-close views

	A single person moves around a still statue object in a room and looks at the statue, with the capability to look closely.

	Required features

	The media content consists of multiple nested spheres with the same center, and the object is at the center of the spheres, the subject looks at the object from outside of the spheres, and has the 3 rotational DoFs plus 2 translational DoFs (no movement in the z-axis). The subject is capable of view changing from sphere to sphere.
Different haptics may be associated with the individual concentric spheres, with increasing detail

	Potential Requirements and Specifications

	Media Format shall support
· a list of media geometry types, including sphere and rectangular box
· content with nested geometry type
· switching among content with different geometry and nested geometry types.
· how content at different locations are spatially related
· association of haptic media with media geometry types (e.g., by solid angle)
Presentation Format shall support
· spherical viewports with translations and orientations in 3/2/1 dimensions, moving along the z-axis
· viewport dependent presentation that can be adapted to different network conditions and device capabilities and configurations
Orchestration Format shall support
· orchestration in time
· orchestration of multimodal media presentation (e.g., audio, video, and haptics)
· orchestration of the nested spherical content along the z-axis



	2.7 [bookmark: _Hlk511827690][bookmark: _Toc44655434]Multiple subjects look around in a Room with a tour guide

	A group of people stand still in a center of a room of the museum and looks around, audio guided by a tour guide. A global haptic track may be associated with the experience.

	Required features

	The media content is of the sphere type with audio, subjects are at the center of the sphere, looking from inside out, each with the 3 rotational DoFs, but their views can be synchronized by the guide audio – a social media experience. 

	Potential Requirements and Specifications

	Media Format shall support:
· a list of media geometry types, including sphere and rectangular box
· switching among content with different geometry and nested geometry types
· how content at different locations are spatially related
· association of haptic media with media geometry types (e.g., by solid angle)
Presentation Format shall support:
· viewports with translations and orientations in 3/2/1 dimensions 
· viewport dependent presentation that can be adapted to different network conditions and device capabilities and configurations
Orchestration Format shall support:
· orchestration in time
· orchestration across space
· orchestration of multimodal media presentation (e.g., audio, video, and haptics)
· orchestration in terms of logical compositions



	2.8 [bookmark: _Hlk511827709][bookmark: _Toc44655435]Multiple subjects look around a statue with a tour guide

	A group of people move around a still statue object, all looking at the statue, with different viewpoints, but audio guided by a tour guide.

	Required features

	The media content is of sphere type, the object is inside the sphere, and multiple subjects look at the object from outside of the sphere, with potentially different viewports, but their views can be synchronized by the guide audio – a social media experience.

	Potential Requirements and Specifications

	Media Format shall support:
· a list of media geometry types, including sphere and rectangular box
· content with nested geometry types
· switching among content with different geometry and nested geometry types.
· how content at different locations are spatially related
· association of haptic media with media geometry types (e.g., by solid angle)
Presentation Format shall support:
· viewports with translations and orientations in 3/2/1 dimensions 
· viewport dependent presentation that can be adapted to different network conditions and device capabilities and configurations
Orchestration Format shall support:
· orchestration in time
· orchestration across space
· orchestration of multimodal media presentation (e.g., audio, video and haptics)
· orchestration in terms of logical compositions



	2.9 [bookmark: _Hlk511827725][bookmark: _Toc44655436]Inter-change experiences

	People can change their touring experiences between looking around within a room and looking at a statue.
When transitioning between interacting with one part of a room and another part, or one object in the room and another object, haptics associated with each will be mixed to minimize tactile artifacts and ensure a smooth transition.

	Required  features

	Switching between 3DoF/3DoF+ navigations and converging navigations around an object

	Potential Requirements and Specifications

	Media Format shall support
The media format is one used for describing captured and processed media content
· It shall support a list of media geometry types, including sphere and rectangular box
· It shall support content with nested geometry types
· It shall support switching among content with different geometry and nested geometry types
· It shall support how content at different locations are spatially related
Presentation Format shall support
The presentation format is one used for presenting captured and processed media content on one or more display devices
· It shall support viewports with translations and orientations in 3/2/1 dimensions 
· It shall support viewport dependent presentation that can be adapted to different network conditions and device capabilities and configurations
Orchestration Format shall support
The orchestration format is one used for organizing and orchestrate captured and processed media content potentially from one or more sources onto one or more display devices
· It shall support orchestration in time
· It shall support orchestration across space
· It shall support orchestration of multimodal media presentation (e.g., audio, video and haptics)
· It shall support orchestration in terms of logical compositions



	2.10 [bookmark: _Toc43834749][bookmark: _Toc44611642][bookmark: _Toc44655437][bookmark: _Toc43834759][bookmark: _Toc44611652][bookmark: _Toc44655447][bookmark: _Toc44655448]VR Video Calling

	1. Panoramic video calling : Alex and Bob are at different physical locations, and they are having a video calling, Alex send 360 video to Bob while Bob send 2D video cause his devices with limited capabilities (cannot take 360 videos)
· Bob wears an HMD to watch the 360o video sent by Alex
· If  Bob does not have an HMD, he can only play the 360o video on other terminals (mobile phone, PC, etc.)
[image: ]  [image: ]
(https://www.insta360.com/)
2. Alex and Bob in the same VR environment  while Bob send 2D video
· Alex can be present in the VR environment through some form of user-embodiment while Bob’s 2D video will be present as a VR object (virtual screen, etc.) in the VR environment, which Alex can interact with (move, zoom in/out, etc.)
[image: C:\Users\cmri\AppData\Local\Temp\1553443447(1).png][image: ]
(https://www.facebook.com/spaces)
Users may send haptic effects to each other in the following ways through gestures, e.g.  by touching an avatar image or the region of the video that includes the video image of the person, or by touching objects in the remote user’s environment. The user may also be able to send external media elements with an associated haptic track or haptic effect such as a haptic sticker, GIF, animation, video clip, or virtual object.

	Overlap with other use cases

	· Multiple users in VR environment
· Social TV and VR	
· Multiple users in VR environment, 6DoF
· VR Conferencing

	Required  features

	· Interactions with VR objects 
· Synchronization of audio and video of users and the scene
· Users whose devices with limited capabilities (without motion tracking) can get into a shared VR environment

	Potential Requirements and Specifications

	· Detection & rendering of user interactions with VR objects
· User shall be present in the VR environment through some form of user-embodiment
· Zooming in/out of region of interest by user interactions
· User’s 2D video can be rendered as a VR object (virtual screen, etc.), which other users can interact with (move, zoom in/out, etc.)
· Haptic effects can be associated with 2D video, and spatial subsections of the 2D video.
· Haptic effects can be associated with VR objects and VR environments.
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