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[bookmark: _Toc536523593][bookmark: _Toc39150825]Introduction
This document contains the following parts:
· Specification text for which the technical content has been reviewed and agreed and is foreseen to be used for a new DCOR of 14496-12, when the current DCOR is finished. 
· A section listing existing technologies candidate for removal since no conformance or reference software are provided.
· A section containing a new annex for ISOBMFF MIME sub-parameters.
· Remaining elements considered as possible defects and for which more discussion or more text need to be provided.
Comments on specific defects, and proposals for how to address them, can also be made in between meetings in Github, see <https://github.com/MPEGGroup/FileFormat>.https://github.com/MPEGGroup/FileFormat> under the issue label ISOBMFF.
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[bookmark: _Toc6578410][bookmark: _Toc6911947][bookmark: _Toc6578411][bookmark: _Toc6911948][bookmark: _Toc6578412][bookmark: _Toc6911949][bookmark: _Toc6578413][bookmark: _Toc6911950][bookmark: _Toc6578414][bookmark: _Toc6911951][bookmark: _Toc6578415][bookmark: _Toc6911952][bookmark: _Toc6578416][bookmark: _Toc6911953][bookmark: _Toc6578417][bookmark: _Toc6911954][bookmark: _Toc6578418][bookmark: _Toc6911955][bookmark: _Toc6578419][bookmark: _Toc6911956][bookmark: _Toc6578420][bookmark: _Toc6911957][bookmark: _Toc6578421][bookmark: _Toc6911958][bookmark: _Toc6578422][bookmark: _Toc6911959][bookmark: _Toc6578423][bookmark: _Toc6911960][bookmark: _Toc6578424][bookmark: _Toc6911961][bookmark: _Toc6578425][bookmark: _Toc6911962][bookmark: _Toc6578426][bookmark: _Toc6911963][bookmark: _Toc6578427][bookmark: _Toc6911964][bookmark: _Toc6578428][bookmark: _Toc6911965][bookmark: _Toc536523601]Unification of Item IDs and Track IDs 
If/when we unify item IDs and track IDs (and track groups and…), we will need to say that the primary item has to be an item in that MetaBox..
[bookmark: _Toc536523602][bookmark: _Toc39150829]What is mandatory in a file?
https://github.com/MPEGGroup/FileFormat/issues/2
The ISO brands in the annex talk about reader requirements (what must be supported) and the MovieBox is marked as mandatory in the informative overview table, and described as mandatory in its section. Is there any doubt that a file that claims conformance to these brands must have a MovieBox, or should it be explicitly stated? The question comes up for e.g. HEIF files; do they conform to these brands or not?
[bookmark: _Toc6578431][bookmark: _Toc6911968][bookmark: _Toc6578432][bookmark: _Toc6911969][bookmark: _Toc6578433][bookmark: _Toc6911970][bookmark: _Toc6578434][bookmark: _Toc6911971][bookmark: _Toc6578435][bookmark: _Toc6911972][bookmark: _Toc6578436][bookmark: _Toc6911973][bookmark: _Toc6578437][bookmark: _Toc6911974][bookmark: _Toc536523605][bookmark: _Toc536523800][bookmark: _Toc536523606][bookmark: _Toc536523801][bookmark: _Toc536523607][bookmark: _Toc536523802][bookmark: _Toc536523608][bookmark: _Toc536523803][bookmark: _Toc536523609][bookmark: _Toc536523804][bookmark: _Toc536523610][bookmark: _Toc536523805][bookmark: _Toc536523611][bookmark: _Toc536523806][bookmark: _Toc536523612][bookmark: _Toc536523807][bookmark: _Toc536523613][bookmark: _Toc536523808][bookmark: _Toc536523614][bookmark: _Toc536523809][bookmark: _Toc536523615][bookmark: _Toc536523810][bookmark: _Toc536523616][bookmark: _Toc536523811][bookmark: _Toc536523617][bookmark: _Toc536523812][bookmark: _Toc536523618][bookmark: _Toc536523813][bookmark: _Toc536523619][bookmark: _Toc536523814][bookmark: _Toc536523620][bookmark: _Toc536523815][bookmark: _Toc536523621][bookmark: _Toc536523816][bookmark: _Toc536523622][bookmark: _Toc536523817][bookmark: _Toc536523623][bookmark: _Toc536523818][bookmark: _Toc536523624][bookmark: _Toc536523819][bookmark: _Toc536523640][bookmark: _Toc536523835][bookmark: _Toc536523641][bookmark: _Toc536523836][bookmark: _Toc536523642][bookmark: _Toc536523837][bookmark: _Toc536523643][bookmark: _Toc536523838][bookmark: _Toc536523644][bookmark: _Toc536523839][bookmark: _Toc536523645][bookmark: _Toc536523840][bookmark: _Toc536523667][bookmark: _Toc536523862][bookmark: _Toc536523668][bookmark: _Toc536523863][bookmark: _Toc536523669][bookmark: _Toc536523864][bookmark: _Toc536523670][bookmark: _Toc536523865][bookmark: _Toc536523671][bookmark: _Toc536523866][bookmark: _Toc536523672][bookmark: _Toc536523867][bookmark: _Toc536523673][bookmark: _Toc536523868][bookmark: _Toc536523674][bookmark: _Toc536523869][bookmark: _Toc536523675][bookmark: _Toc536523870][bookmark: _Toc536523676][bookmark: _Toc536523871][bookmark: _Toc536523677][bookmark: _Toc536523872][bookmark: _Toc536523678][bookmark: _Toc536523873][bookmark: _Toc536523679][bookmark: _Toc536523874][bookmark: _Toc536523680][bookmark: _Toc536523875][bookmark: _Toc536523681][bookmark: _Toc536523876][bookmark: _Toc536523682][bookmark: _Toc536523877][bookmark: _Toc536523683][bookmark: _Toc536523878][bookmark: _Toc536523684][bookmark: _Toc39150830]Sample durations and Track fragment decode time (tfdt)
https://github.com/MPEGGroup/FileFormat/issues/3
[bookmark: _Toc39150831]Discussion
It's unclear what the defined behavior is (if any) if the tfdt value is less than the computed sum of previous durations. What is the player supposed to do? Perhaps we could truncate a previous duration, but what if whole samples are elided?
Should we allow an 'indefinite' value (perhaps 0) for the last sample in a track fragment, and it's resolved by inspecting the tfdt of the next fragment (when it's available)? Is this any better than assigning an arbitrary short value and extending (as currently permitted) or some sort of truncation of an arbitrary long value (as suggested above)?
The group is requested to review and progress this issue so that we can get a clarification for the implementations.
[bookmark: _Toc39150832]Proposed Corrections
Definitions
In the terms and definitions, add a definition for sample duration; something like the following, though this is not acceptable as a definition:
3.1.15	
sample duration
the sample durations are the deltas (durations) in the TimeToSampleBox and, equivalently, the sample_duration in the track runs. If the sample duration is not known at the time of signaling, 0 is signaled as the sample duration value, and it shall be updated by the following tfdt box.
[bookmark: _Ref453589996][bookmark: _Toc494362133]Correcting 6.4 Time structure overview (informative)
Tracks consist of a sequence of samples in decoding order. Each sample has a decoding time that is computed by adding to the previous sample's decoding time, the previous sample's duration..
Correcting the Time to sample box 8.6.1)
[bookmark: _Toc39150833]8.6.1 Time to Sample Boxes
8.6.6.1 Definition
The composition times (CT) and decoding times (DT) of samples are derived from the time to sample boxes, of which there are two types. The decoding time is defined in the TimeToSampleBox, giving DT deltas (or simply, duration) between successive samples. The composition times are derived in the CompositionOffsetBox as composition time offsets from decoding time. If the composition times and decoding times are identical for every sample in the track, then only the TimeToSampleBox is required; the CompositionOffsetBox must not be present.
The TimeToSampleBox must give non-zero durations for all samples with the possible exception of the last one. Durations in the TimeToSampleBox are strictly positive (non-zero), except for the very last entry, which may be zero. This rule derives from the rule that no two decoding times in a stream may be the same. Great care must be taken when adding samples to a stream, that the sample that was previously last may need to have a non-zero duration established, in order to observe this rule. One approach in the case where the duration of the last sample is indeterminate is to use an arbitrary small value and a ‘dwell’ edit.
Some coding systems may allow samples that are used only for reference and not output (e.g. a non-displayed reference frame in video). When any such non-output sample is present in a track, the following applies:
1) A non-output sample shall be given a composition time which is outside the time-range of the samples that are output.
2) An edit list shall be used to exclude the composition times of the non-output samples.
3) When the track includes a CompositionOffsetBox,
a. version 1 of the CompositionOffsetBox shall be used,
b. the value of sample_offset shall be set equal to the most negative number possible (for 32-bit values, -231) for each non-output sample,
c. the CompositionToDecodeBox should be contained in the SampleTableBox of the track, and
d. when the CompositionToDecodeBox is present for the track, the value of leastDecodeToDisplayDelta field in the box shall be equal to the smallest composition offset in the CompositionOffsetBox excluding the sample_offset values for non-output samples.
Note	Thus, leastDecodeToDisplayDelta is greater than -231.
[bookmark: _Ref393967692][bookmark: _Toc504565870][bookmark: _Ref393967682]In the following example, there is a sequence of I, P, and B frames, each with a sample duration of 10. The samples are stored as follows, with the indicated values for their durations and composition time offsets (the actual CT and DT are given for reference). The re-ordering occurs because the predicted P frames must be decoded before the bi-directionally predicted B frames. The value of DT for a sample in this example is always the sum of the durations of the preceding samples. Note that the total of the sample durations is the duration of the media in this track.
Table 1 — Closed GOP Example
	GOP
	/--
	---
	---
	---
	---
	---
	--\
	/--
	---
	---
	---
	---
	---
	--\

	
	I1
	P4
	B2
	B3
	P7
	B5
	B6
	I8
	P11
	B9
	B10
	P14
	B12
	B13

	DT
	0
	10
	20
	30
	40
	50
	60
	70
	80
	90
	100
	110
	120
	130

	CT
	10
	40
	20
	30
	70
	50
	60
	80
	110
	90
	100
	140
	120
	130

	Duration
	10
	10
	10
	10
	10
	10
	10
	10
	10
	10
	10
	10
	10
	10

	Composition offset
	10
	30
	0
	0
	30
	0
	0
	10
	30
	0
	0
	30
	0
	0



[bookmark: _Toc504565871]Table 2 — Open GOP Example
	GOP
	/--
	--
	--
	--
	--
	--\
	/-
	--
	--
	--
	---
	--\

	 
	I3 
	 B1 
	 B2 
	 P6 
	 B4 
	B5 
	I9 
	B7 
	B8
	P12
	B10
	B11

	DT
	0 
	10 
	20 
	30 
	40
	50 
	60 
	70 
	80
	90
	100
	110

	CT 
	30 
	10 
	20 
	60 
	40 
	50 
	90 
	70 
	80
	120
	100
	110

	Duration
	10 
	10 
	10 
	10
	10 
	10 
	10 
	10 
	10
	10
	10
	10

	Composition offset
	30 
	0 
	0 
	30 
	0 
	0 
	30 
	0 
	0
	30
	0
	0


8.6.1.2 Decoding Time to Sample Box
8.6.1.2.1 Definition
Box Type:	'stts'
Container:	SampleTableBox
Mandatory:	Yes
Quantity:	Exactly one
This box contains a compact version of a table that allows indexing from decoding time to sample number. Other tables give sample sizes and pointers, from the sample number. Each entry in the table gives the number of consecutive samples with the same duration, and the duration of those samples. By adding the sample durations a complete time-to-sample map may be built.
The TimeToSampleBox contains sample durations: DT(n+1) = DT(n) + STTS(n) where STTS(n) is the (uncompressed) sample_delta for sample n.
The sample entries are ordered by decoding time stamps; therefore the durations are all non-negative.
The DT axis has a zero origin; DT(i) = SUM(for j=0 to i-1 of sample duration(j)), and the sum of all sample durations gives the length of the media in the track (not mapped to the overall timescale, and not considering any edit list).
8.6.1.2.2 Syntax
aligned(8) class TimeToSampleBox
	extends FullBox('stts', version = 0, 0) {
	unsigned int(32)	entry_count;
		int i;
	for (i=0; i < entry_count; i++) {
		unsigned int(32)	sample_count;
		unsigned int(32)	sample_delta;
	}
}
For example with In the following example, there is a sequence of I, P, and B frames, each with a sample duration of 10. The samples are stored as follows, with the indicated values for their durations and composition time offsets (the actual CT and DT are given for reference). The re-ordering occurs because the predicted P frames must be decoded before the bi-directionally predicted B frames. The value of DT for a sample in this example is always the sum of the durations of the preceding samples. Note that the total of the sample durations is the duration of the media in this track.
Table 1, the entry would be:
	Sample count
	Sample-delta

	14
	10



8.6.1.2.3 Semantics
version - is an integer that specifies the version of this box.
entry_count - is an integer that gives the number of entries in the following table.
sample_count - is an integer that counts the number of consecutive samples that have the given duration.
sample_delta - an integer that gives the delta of the DT of the next and this sample (sample duration), in the time-scale of the media.
Correcting the Track Extends Box (8.8.3)
default_sample_duration: indicates the default sample duration of the samples in the track fragments
Correcting the Track Fragment Decode Time Box (8.8.12)
[bookmark: _Toc39150834]8.8.12 Track fragment decode time
8.8.12.1 Definition
Box Type:	'tfdt'
Container:	TrackFragmentBox
Mandatory:	No
Quantity:	Zero or one
The TrackFragmentBaseMediaDecodeTimeBox provides the absolute decode time, measured on the decoding timeline, of the first sample in decoding order in the track fragment. This can be useful, for example, when performing random access in a file; it is not necessary to sum the sample durations of all preceding samples in previous fragments to find this value.
The TrackFragmentBaseMediaDecodeTimeBox, if present, shall be positioned after the TrackFragmentHeaderBox and before the first TrackRunBox.
NOTE	The decoding timeline is a media timeline, established before any explicit or implied mapping of composition time to presentation time, for example by an edit list or similar structure. See ‎2.3.2.2.
If the sample duration of the last sample preceding this tfdt box is set to zero because its value was not known at the time of encoding the value, then that sample duration value shall be updated such that the sum of sample durations of all preceding samples now equals the time given in this box.
If no samples were present in the preceding movie and movie fragments for this track, the time expressed in the TrackFragmentBaseMediaDecodeTimeBox defines the decoding time of the first sample in this track. 
NOTE 1	 players may choose to skip over an initial empty media range in tracks where the first decoding time is defined by a TrackFragmentBaseMediaDecodeTimeBox with non-zero time.
In particular, an empty track fragment (with no samples, but with a track fragment decode time box) may be used to establish the duration of the last sample.
NOTE2	If fragments are delivered out-of-order, file readers may need additional information to determine if the duration of the last sample of the last fragment needs to be extended using the track decode time of the next fragment to come, or if it should wait until all fragments have been received (also indicated by out-of-band means) to do that operation. Derived specifications may require specific handling of the sequence_number of the MovieFragmentHeaderBox, for example (e.g. that sequence numbers start at and increment by 1).
8.8.12.2 Syntax
aligned(8) class TrackFragmentBaseMediaDecodeTimeBox
	extends FullBox('tfdt', version, 0) {
	if (version==1) {
		unsigned int(64) baseMediaDecodeTime;
	} else { // version==0
		unsigned int(32) baseMediaDecodeTime;
	}
}
8.8.12.3 Semantics
version is an integer that specifies the version of this box (0 or 1 in this document).
baseMediaDecodeTime is an integer equal to the sum of the sample durations of all earlier samples in the media, expressed in the media's timescale. It does not include the samples added in the enclosing track fragment.
[bookmark: _Toc536523685][bookmark: _Toc39150835]Segment index (sidx)
https://github.com/MPEGGroup/FileFormat/issues/4
In the file containing the SegmentIndexBox, the anchor point for a SegmentIndexBox is the first byte after that box.
subsegment_duration: when the reference is to SegmentIndexBox, this field carries the sum of the subsegment_duration fields in that box; when the reference is to a subsegment, this field carries the difference between the earliest presentation time of any access unit of the reference stream in the next subsegment (or the first subsegment of the next segment, if this is the last subsegment of the segment, or the end presentation time of the reference stream if this is the last subsegment of the stream) and the earliest presentation time of any access unit of the reference stream in the referenced subsegment
Comment (informative)
anchor point for a SegmentIndexBox is the first byte after that box, does this imply that sidx comes before the media it indexes? In this case, sidx may also be no usable if the duration of a sample is unknown at the time of packaging it.
[bookmark: _Toc536523686][bookmark: _Toc39150836]Subsegment Index and Level Assignment (ssix and leva)
(This text was in the TuC and is moved here).
https://github.com/MPEGGroup/FileFormat/issues/12
See also the TuC.
While reading through the specification, we came across a few questions we would like to clarify. 
First, semantics for the ‘leva’ box (8.8.13.1) states:
"
For the context of the LevelAssignmentBox, a fraction is defined to consist of one or more MovieFragmentBoxes and the associated MediaDataBoxes, possibly including only an initial part of the last MediaDataBox. Within a fraction, data for each level shall appear contiguously. Data for levels within a fraction shall appear in increasing order of level value. All data in a fraction shall be assigned to levels. 
 NOTE In the context of DASH (ISO/IEC 23009-1), each subsegment indexed within a SubsegmentIndexBox is a fraction "
Our understanding of this is that in case one wants to map frames to levels by temporal sublayer, there are 2 possibilities:
(1) Either each level will be carried in its own ‘traf’ or, 
(2) in case of single ‘traf’, multiple ‘trun’s will have to be used to order the samples by levels, since the data for each layer shall appear in increasing order of level value. 
Is this understanding correct?
The  semantics for the ‘ssix’ box (8.16.4.1) states:
" Each level shall be assigned to exactly one partial subsegment, i.e. byte ranges for one level shall be contiguous."
We understand this to mean that bytes for a level X are all contiguous in the subsegment and there shall be no bytes from another level in-between them. 
Is this the correct reading?
The semantics for the ‘ssix’ box (8.16.4.1) also contains the following statement:
" Levels of partial subsegments shall be assigned by increasing numbers within a subsegment, i.e., samples of a partial subsegment may depend on any samples of preceding partial subsegments in the same subsegment, but not the other way around. For example, each partial subsegment contains samples having an identical temporal level and partial subsegments appear in increasing temporal level order within the subsegment. 
"
We note that meaning of relative values of levels are already constrained by the ‘leva’ semantics. We therefore understand this "Levels of partial subsegments shall be assigned ..." to mean that in the list of byte-range mapping in the ‘ssix’ for a subsegment, levels shall appear in increasing order. 
If our interpretation is correct, then we believe that:
· the number of ranges in a ‘ssix’ are usually the same as the number of levels in ‘leva’
· for one subsegment, an ‘ssix’ box cannot declare the following: {level1, range_size1}, {level2, range_size2}, {level1, range_size3}, {level2, range_size4} 
This seems to contradict figure 6 in DASH (the above Figure 3),Error! Reference source not found.), where the ‘ssix’ has such a byte range layout (see L1 or L2 on Figure 3).Error! Reference source not found.).
If not , e.g. specifying multiple byte ranges for a given level in a subsegment is allowed, then:
· the bullet " Levels of partial subsegments shall be assigned…" should be removed, as it only re-phrases the constraints on level values from ‘leva’.
· the bullet "Each level shall be assigned to exactly one partial subsegment, i.e. byte ranges for one level shall be contiguous. " should be rephrased
Indeed, declaring multiple byte ranges for a given level in a subsegment would lead to disjoint byte ranges, hence in contradiction with the semantics for ‘leva’.
We would like to have the group feedback on this topic. Probably, we need to clarify the specification where appropriated, removing from ‘ssix’ definition the re-phrasing of constraints from ‘leva’ definition.
Additional comment on ‘ssix’:
The “subsegment_count (32 bits) shall be equal to reference_count in the immediately preceding SegmentIndexBox” (i.e. 16 bits).
For consistency, we propose to move subsegment_count on 16 bits using an ‘ssix’ version 1.
[bookmark: _Toc39150837]Padding flag in the Level Assignment (leva)
https://github.com/MPEGGroup/FileFormat/issues/11
As noted in m50898, "leva" description of padding flag is wrong. It states:
"When padding_flag is equal to 1 this indicates that a conforming fraction can be formed by concatenating any positive integer number of levels within a fraction and padding the last MediaDataBox by zero bytes up to the full size that is indicated in the header of the last MediaDataBox. For example, padding_flag can be set equal to 1 when the following conditions are true: 
• Each fraction contains two or more AVC, SVC, or MVC [ISO/IEC 14496-15] tracks of the same video bitstream. 
• The samples for each track of a fraction are contiguous and in decoding order in a MediaDataBox. 
• The samples of the first AVC, SVC, or MVC level contain extractor NAL units for including the video coding NAL units from the other levels of the same fraction. "
However, the padded level is not compliant, since its samples will typically be a bag of "0" bytes. In the given NALU-based example, if the sample size is not a multiple of lengthSizeMinusOne, this will no longer be a valid sample (size mismatch).
Therefore the promise of " a conforming fraction can be formed by concatenating any positive integer number of levels within a fraction and padding the last MediaDataBox by zero bytes up to the full size that is indicated in the header of the last MediaDataBox. " is simply wrong: this is not a conforming fraction and it is likely that a AVCFF conformance checker will reject the file.
Extractors for AVC/SVC/MVC shall point to the beginning of a NAL unit size field. However, if the data_offset used in the extractor is not 0 (not the beginning of the sample), it is very likely to point to something that is not the start of a NAL unit size field in the 0-padded sample. Shouldn't we clarify this :
" The samples of the first AVC, SVC, or MVC level contain extractor NAL units for including the video coding NAL units from the other levels of the same fraction, and these extractors always point to the beginning of the extracted sample (data_offset=0)."
We therefore wonder if padding_flag should not be simply deprecated.
[bookmark: _Toc39150838]Multiple transforms and sample auxiliary information
https://github.com/MPEGGroup/FileFormat/issues/5
CENC allows inheriting the aux_info_type of saiz/saio from the ProtectionSchemeInfoBox, rather than explicitly defining it. For compatibility with existing practices, we think this inheritance should be extended to ScrambleSchemeInfoBox.
Replace in 8.7.8.1:
“then the implied value of aux_info_type is either (a) in the case of transformed content, such as protected content, the scheme_type included in the ProtectionSchemeInfoBox or otherwise (b) the sample entry type.”
[bookmark: _Toc536523687]With
“then the implied value of aux_info_type is either (a) in the case of transformed content, such as protected content, the scheme_type included in the ProtectionSchemeInfoBox or ScrambleSchemeInfoBox or otherwise (b) the sample entry type.”
We note that this inheritance might be problematic with multiple transformation. If a protected track is transformed into a restricted track, what is the implied value ?
Perhaps we should say that aux_info_type and _parameter shall be explicitly signaled in the case of multiple transformations (and the same sentence attaches to scrambling spec., if a scrambling scheme needs aux_info, then the type is always explicitly signaled).
[bookmark: _Toc6578441][bookmark: _Toc6911978][bookmark: _Toc6578442][bookmark: _Toc6911979][bookmark: _Toc6578443][bookmark: _Toc6911980][bookmark: _Toc6578444][bookmark: _Toc6911981][bookmark: _Toc6578445][bookmark: _Toc6911982][bookmark: _Toc536523689]Order of track and item references
We need notes on these that order may be (and often is) significant.
[bookmark: _Toc39150841]Bitrate box in sample entries, and applicability to live streaming
https://github.com/MPEGGroup/FileFormat/issues/18
This is not really suitable for live content, where:
a) it is not feasible to compute maxBitRate over any windows as both future and past fragments might be unknown
b) avgBitrate need to be updated while the live stream is running, but when streaming it is not good to update the CMAF Header / Intialization segment each time
A more live friendly defintion could be to add:
· maxBitRate -> in case unknown or changing over time, it may be set to the maximum expected average bit-rate over a 1 second window based on the containing encoding configuration
· avgBitRate -> in case unknown or changing over time, it may be set to the target bit-rate based on the encoding configuration
This would make usage more friendly in DASH and CMAF.
[bookmark: _Toc39150842]General editing
[bookmark: _Toc39150843]New introductory material
Introductory material.
https://github.com/MPEGGroup/FileFormat/issues/7
This is a mess. We have section 5, and the beginning of section 6:
5	Design Considerations	Error! Bookmark not defined.Error! Bookmark not defined.
5.1	Usage	Error! Bookmark not defined.Error! Bookmark not defined.
5.1.1	Introduction	Error! Bookmark not defined.Error! Bookmark not defined.
5.1.2	Interchange	Error! Bookmark not defined.Error! Bookmark not defined.
5.1.3	Content Creation	Error! Bookmark not defined.Error! Bookmark not defined.
5.1.4	Preparation for streaming	Error! Bookmark not defined.Error! Bookmark not defined.
5.1.5	Local presentation	Error! Bookmark not defined.Error! Bookmark not defined.
5.1.6	Streamed presentation	Error! Bookmark not defined.Error! Bookmark not defined.
5.2	Design principles	Error! Bookmark not defined.Error! Bookmark not defined.
6	ISO Base Media File organization	Error! Bookmark not defined.Error! Bookmark not defined.
6.1	Presentation structure	Error! Bookmark not defined.Error! Bookmark not defined.
6.1.1	File Structure	Error! Bookmark not defined.Error! Bookmark not defined.
6.1.2	Object Structure	Error! Bookmark not defined.Error! Bookmark not defined.
6.1.3	Meta Data and Media Data	Error! Bookmark not defined.Error! Bookmark not defined.

section 7:
7	Streaming Support	Error! Bookmark not defined.Error! Bookmark not defined.
7.1	Handling of Streaming Protocols	Error! Bookmark not defined.Error! Bookmark not defined.
7.2	Protocol ‘hint’ tracks	Error! Bookmark not defined.Error! Bookmark not defined.
7.3	Hint Track Format	Error! Bookmark not defined.Error! Bookmark not defined.

Annex A:
Annex A (informative)  Overview and Introduction	Error! Bookmark not defined.Error! Bookmark not defined.
A.1	Section Overview	Error! Bookmark not defined.Error! Bookmark not defined.
A.2	Core Concepts	Error! Bookmark not defined.Error! Bookmark not defined.
A.3	Physical structure of the media	Error! Bookmark not defined.Error! Bookmark not defined.
A.4	Temporal structure of the media	Error! Bookmark not defined.Error! Bookmark not defined.
A.5	Interleave	Error! Bookmark not defined.Error! Bookmark not defined.
A.6	Composition	Error! Bookmark not defined.Error! Bookmark not defined.
A.7	Random access	Error! Bookmark not defined.Error! Bookmark not defined.
A.8	Fragmented movie files	Error! Bookmark not defined.Error! Bookmark not defined.

And Annex C:
Annex C (informative)  Guidelines on deriving from this specification	Error! Bookmark not defined.Error! Bookmark not defined.
C.1	Introduction	Error! Bookmark not defined.Error! Bookmark not defined.
C.2	General Principles	Error! Bookmark not defined.Error! Bookmark not defined.
C.2.1	General	Error! Bookmark not defined.Error! Bookmark not defined.
C.2.2	Base layer operations	Error! Bookmark not defined.Error! Bookmark not defined.
C.3	Boxes	Error! Bookmark not defined.Error! Bookmark not defined.
C.4	Brand Identifiers	Error! Bookmark not defined.Error! Bookmark not defined.
C.4.1	Introduction	Error! Bookmark not defined.Error! Bookmark not defined.
C.4.2	Usage of the Brand	Error! Bookmark not defined.Error! Bookmark not defined.
C.4.3	Introduction of a new brand	Error! Bookmark not defined.Error! Bookmark not defined.
C.4.4	Player Guideline	Error! Bookmark not defined.Error! Bookmark not defined.
C.4.5	Authoring Guideline	Error! Bookmark not defined.Error! Bookmark not defined.
C.4.6	Example	Error! Bookmark not defined.Error! Bookmark not defined.
C.5	Storage of new media types	Error! Bookmark not defined.Error! Bookmark not defined.
C.6	Use of Template fields	Error! Bookmark not defined.Error! Bookmark not defined.
C.7	Tracks	Error! Bookmark not defined.Error! Bookmark not defined.
C.7.1	Data Location	Error! Bookmark not defined.Error! Bookmark not defined.
C.7.2	Time	Error! Bookmark not defined.Error! Bookmark not defined.
C.7.3	Media Types	Error! Bookmark not defined.Error! Bookmark not defined.
C.7.4	Coding Types	Error! Bookmark not defined.Error! Bookmark not defined.
C.7.5	Sub-sample information	Error! Bookmark not defined.Error! Bookmark not defined.
C.7.6	Sample Dependency	Error! Bookmark not defined.Error! Bookmark not defined.
C.7.7	Sample Groups	Error! Bookmark not defined.Error! Bookmark not defined.
C.7.8	Track-level	Error! Bookmark not defined.Error! Bookmark not defined.
C.7.9	Protection	Error! Bookmark not defined.Error! Bookmark not defined.
C.8	Construction of fragmented movies	Error! Bookmark not defined.Error! Bookmark not defined.
C.9	Meta-data	Error! Bookmark not defined.Error! Bookmark not defined.
C.10	Registration	Error! Bookmark not defined.Error! Bookmark not defined.
C.11	Guidelines on the use of sample groups, timed metadata tracks, and sample auxiliary information	Error! Bookmark not defined.Error! Bookmark not defined.

But we nowhere describe:
a) How to adapt the file to contain something new; how to use samples, sample entries, sample groups, sample aux info, and so on; track types, track references, and the entire 'adaptation layer' the format offers;
b) How to transport the objects the file format defines: multiplexed movies, segments (initialization, media), meta-boxes (can they be delivered separately?)
c) The basic timeline model: media timeline, track timeline, presentation timeline
d) Composition model: how visual tracks are layered and composed, the implicit mixing of audio tracks
Concept Introduction
The file format has this concept that there are two delivery vehicles – whole files, and segments – and two ‘carriage’ vehicles – whole files, and fragments – but these concept are not introduced in a coherent way before they are encountered. Though a section on ‘transport adaptation’ might be helpful, we should introduce these top-level concepts in chapter 6.
Chapter Overview
Similarly, we should probably have an overview of the document structure very early on – certainly no later than chapter 6, and preferably earlier.  “Chapter N describes…” and so on.
Adapting the file format
The narrative introductions are good, but we badly need sections on the ‘adaptation layers’ that the file format offers. Having viewed the draft of the Opus-in-MP4 specification, where they reproduce much of the file format (needlessly), I think it would be helpful to have sections that describe, and give templates for:
a) how to define how a new coded stream is stored in the file format (new codec): sample entry code and contents, sample format, sync samples, sample dependency, pre-roll, sample groups, track references, timestamps, and so on
b) how to adapt the file format to new transport environments: where is the boundary between ‘a transportable blob’ and the insides of that blob? File and segment brands, segment indexes, and so on.
c) how to define the storage of a new untimed (‘metadata’) item in the file format.
Chapter 11 introduces extensibility, but fails to cover this in a coherent way, and introduces the worst idea (defining new boxes) first. Annex C covers this more. These two sections should be merged and brought up to date.
[bookmark: _Toc39150844]Timelines
Note; there is a new section 6.4 on defining terms which uses many of the ideas here; it may be that we need to define terms (in the terms and definitions sub-clause) or make some aspects of 6.4 normative.
The standard does not have clear definitions of timelines. Some text is defined here and there (including in informative section on RTP). The current text contains the following timelines:
· media timeline
· movie timeline
· decoding timeline (same as media timeline)
· composition timeline (same as media timeline)
· output timeline (same as media timeline)
· presentation timeline (same as movie timeline)
· track time-line (should be media timeline)
It is very confusing for readers. 
We suggest:
a) defining the term "timeline" as:
"a monotonic linear representation of times with respect to an origin point"
b) defining "timestamp" as:
"coded value representing time elapsed since the origin of an associated timeline and expressed using an arbitrary unit of time.
NOTE1: By definition, the origin of a timeline has a timestamp of 0
NOTE2: A timestamp can be expressed in seconds by dividing its value by the associated timescale value."
c) simplifying the current text by using only the 2 terms "media timeline" and "presentation timeline", with proper definitions:
"media timeline
timeline, associated to a track, whose origin is the decoding time of the first sample in the track
NOTE1: decoding and composition times are times on the media timeline
NOTE2: timestamps associated with the media timeline are coded based on the timescale given by the MediaHeaderBox"
"presentation timeline"
timeline, associated to the entire presentation, whose origin is the beginning of the rendering (possibly with no media data is being rendered) 
NOTE: the edit list maps the media timeline of a track and the presentation time
NOTE2: timestamps associated with the movie timeline are coded based on the timescale given in the MovieHeaderBox"
d) using "timeline" consistently.  
Also, the standard sometimes uses "timeline" most of the time but some "time-line" are used. Only one spelling should be used to facilitate search in the text. 
e) defining "decoding time" and "composition time"
"decoding time
latest time on the media timeline at which the coded sample should be provided to the decoder"
"composition time
(earliest) time on the media timeline at which the decoded sample will be output from the decoder, if the coded sample is fed to the decoder at the sample decoding time"
[bookmark: _Toc39150845]Presentation terms
https://github.com/MPEGGroup/FileFormat/issues/8
The term "presentation" is used throughout the spec (~180 times) with different meanings. This is confusing. We propose to clarify it when possible and to replace it in other cases.
· "presentation" 
When used standalone, it usually means "rendering" or "a set of related media" as in the introduction:
"The ISO Base Media File Format is designed to contain timed media information for a presentation in a flexible, extensible format that facilitates interchange, management, editing, and presentation of the media. This presentation may be ‘local’ to the system containing the presentation, or may be via a network or other stream delivery mechanism."
It is currently defined as follows:
"one or more motion sequences, possibly combined with audio"
This definition is outdated. 
We suggest replacing the definition with the simple:
"set of related media data "
We also suggest rephrasing the introduction which has too many 'presentation'.
· "presentation time" (60 occurrences)
There is no formal term in the definition section but the semantics of the 'tfra' box (8.8.10.3) says:
"The presentation time is the composition time of a sample, as adjusted by any edit list."
We suggest moving this text as a term definition in the definition clause.
We find also that:
"presentation times are in the movie timeline" (8.6.13.1 Segment Index Box definition)
which seems consistent with our understanding and the definition above. We suggest moving that text as a note in the definition clause.
But, we find in Annex A, A.4:
" The exact presentation time (its time-stamp) of a sample is defined by summing the durations of the preceding samples."
which is confusing "time stamp" and "time" and more importantly "decoding time stamp" and "presentation time".
We suggest fixing that sentence as follows, by replacing:
"The exact presentation time (its time-stamp) of a sample is defined by summing the durations of the preceding samples."
with:
"The exact decoding time stamp of a sample is defined by summing the durations of the preceding samples."
Sometimes the term "movie presentation time" is used. We suggest removing "movie" (or always using it) as the "presentation time" is indeed in a "movie time".
The terms are "earliest presentation time" and "end presentation time" are used but don't seem ambiguous as they do consider the movie timeline (i.e. with edit list). 
The different sections about RTP use the term of "presentation time stamp" with a different meaning:
· "presentation time-stamp" (RTP Packet Entry Format, 9.1.3.2)
· "presentation timestamp" (H.3.2 Compensation for unequal starting for position of received RTP streams)
· In H.4.4 and H.5.3 (duplicate text) "A presentation time on a timeline of the receiver clock is derived for each sample. If RTCP reception hint tracks are in use, the presentation time is the composition time of the sample on the movie timeline, also including clock drift correction as described in step 3 above. If RTCP reception hint tracks are not in use, the presentation time is directly the composition time of the sample on the movie timeline."
This is wrong and should be fixed.
· "presentation order" (9 occurrences)
The term is not defined. When it is used, it is not related to the "presentation" (i.e. including edit list), it rather means: "order in which samples are with increasing composition times". Sometimes the term "output order" is used. Some other times the term "composition order" is used.
We suggest defining the term "composition order" (or "output order") as above and to use it consistently.
Similarly, we suggest defining "decoding order" and using it consistently (versus "decode order").
· "presentation file" (4 occurrences)
In 6.1.1, it is used to introduce the notion of external media data not stored in a main ISOBMFF file:
" A presentation may be contained in several files. One file contains the metadata for the whole presentation, and is formatted to this specification. This file may also contain all the media data, whereupon the presentation is self-contained. The other files, if used, are not required to be formatted to this specification; they are used to contain media data, and may also contain unused media data, or other information. This specification concerns the structure of the presentation file only. The format of the media-data files is constrained by this specification only in that the media-data in the media files must be capable of description by the metadata defined here."
Similarly, in 11.2, it says:
" The main file containing the metadata may use other files to contain media-data. These other files may contain header declarations from a variety of standards, including this one.
If such a secondary file has a metadata declaration set in it, that metadata is not part of the overall presentation. This allows small presentation files to be aggregated into a larger overall presentation by building new metadata and referencing the media-data, rather than copying it."
But in 6.1.2, the COR mixes this term with the notion of segment:
"A presentation file logically includes all its segments."
We believe this should be fixed. We suggest:
· removing the notion of presentation file
· and rewriting 6.1.1, 6.1.2 with the following text:
"When represented according to the format defined in this part of the standard, a presentation may be stored in a single file or in multiple files, or it may even be delivered without the bytes being written in a file, for instance when streamed over a network and consumed on the fly. 
When split over multiple files, two different splitting options exist.
In one option, one file contains the metadata for the whole presentation, and is formatted to this specification. The other files are not required to be formatted to this specification. They are used to contain media data, and may also contain unused media data, or other information. The format of these other files is constrained by this specification only in that the media data in them must be capable of description by the metadata defined in this specification.
These other files may be ISO files, image files, or other formats. Only the media data itself, such as JPEG 2000 images, is stored in these other files; all timing and framing (position and size) information is in the ISO base media file, so the ancillary files are essentially free-format.
If an ISO file contains hint tracks, the media tracks that reference the media data from which the hints were built shall remain in the file, even if the data within them is not directly referenced by the hint tracks; after deleting all hint tracks, the entire un-hinted presentation shall remain. Note that the media tracks may, however, refer to external files for their media data.
In a second option, the media data is distributed over multiple files conformant to this specification. A first file contains some metadata valid for the whole presentation and possibly some media data and some metadata valid for a first part of the presentation. It also describes that additional files may be present. These additional files describe media and metadata for successive parts of the presentation.
In more complex scenarios, the two options could be combined.
In this specification, some boxes (called top-level boxes) are indicated as being at ‘file’ level, with the notation “Container: File”. This file corresponds to the single file when no other files are used; or when multiple files are used, to the virtual file formed by the concatenation of file containing the metadata for the first part of the presentation, with the other ISOBMFF compliant files in presentation order.
· "presentation metadata wrapper" (1 occurrence)
In "6.1.2 Object Structure", it says:
"The sequence of objects in the file shall contain exactly one presentation metadata wrapper (the MovieBox)."
We suggest replacing it with:
"The sequence of objects in the file shall contain exactly one MovieBox."
· "presentation information" (5 times)
The sentences using this term can easily be removed or the term replaced by "media information".
[bookmark: _Toc39150846]Duplicate File Structure and Object Structure clauses
https://github.com/MPEGGroup/FileFormat/issues/9
https://github.com/MPEGGroup/FileFormat/issues/10
File structure
Subclauses 4.1 and 6.1.1 have the same name and discuss the same aspects. Additionally 5.2 also talks about File Structure, as well as Annex A.
This is confusing and error prone as for instance the notion of "File-level Box" is defined in 4.1 but it is not related to the notion of "presentation file" in 6.1.2.
We recommend merging 4.1 and 6.1.1 keeping only normative text and definitions and moving non-normative text to Annex A.
Object structure
Subclauses 4.2 and 6.1.2 have the same name and discuss the same aspects. 
We recommend merging 4.2 and 6.1.2.
Annex C update: Abstraction Layer
This specification defines an abstraction layer on which derived specifications are ideally built, leaving to this specification how these abstractions are built. These abstractions fall into two main groups: timed and un-timed media.
The support for timed media views such media as a succession of timed samples, associated with setup information in a "sample entry". Derived specifications should define 
· the four-character code of the "sample entry" for the coding system
· what constitutes a sample for the coding system (e.g. "a sample is an encoded metadata-frame as defined in XXXX"), 
· and what decoder initialization is required (e.g. "the decoder configuration information is a metadata-setup structure, contained in a FullBox of type 'medc', in the sample entry).
· what constitutes a 'sync sample' for the coding system; example "a sync sample is a metadata-frame with the IndepdentProperty flag set as defined in XXXX"). The definition must conform to the general definition (i.e. a place where decoding and playback can start)
· the type of Stream Access Points that are supported by the coding system 
Notice that these definitions do not need to discuss where the sample data is (in the same file, or another) or whether movie fragments are in use or not.
Other tools for timed media include:
· Sample groups. Here, there is some property of a given type that is shared by a set of samples in a track – a group definition. Multiple groups of the same type can be defined, and each sample in a track mapped to either a definition, or nothing. For example, if each sample were a chocolate, some of which contain varying amounts of nuts, we could define a 'nuts' sample group, with a parameter NutPercentage; a file might have such group definitions with percentages 5%, 25% and 45%. Those chocolates containing nuts are associated with the matching group definition.
Editor's note: we may rephrase the Nut part with something more media related.
· Sample auxiliary information. If the information for each sample is unique, sample groups do not work, as they rely on sharing a definition. Sample auxiliary information provides a unique piece of data for each sample. The usual example is initialization vectors for decoding.
· Related tracks. Tracks can be linked by typed, directional, track references, or they can be grouped into TrackGroups.
· Sub-sample information. If a given coding format naturally and usefully has a way to split a sample into sub-samples (e.g. base data, olfactory data, and gustatory data) then sub-sample structure can be documented to ease the finding of only the desired sub-samples.
· Independent and disposable sample tagging.
Similarly, for untimed data, the 'meta' box provides a number of tools. Again, the definition of such items should include what constitutes an item body, what initialization data is needed and what item property it is in. Items can be linked, by reference, to other items, just like track; and indeed, it is possible to unify the item_ID and track_ID number spaces so that references can be made between tracks and items, either way.
The abstraction layer offered to systems that transport files or the media in them are basically movie files (entire presentations) and segments. A movie file may contain movie fragments, or may be complete without any fragments. Similarly a segment may be an initialization segment, containing the initial part of a movie up to and including a movie box that references no samples, or a media segment, containing one or more movie fragment boxes and associated samples.
Editor's Note: We could add more guidance on metadata tracks vs. sample aux info, and on independent and disposable aspects. 



