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Report on Scalability features in V-PCC


Abstract
In this document, we provide information and recommendations on how one could use and configure the V-PCC standard to achieve different forms of scalability, including temporal, spatial, quality, view, and region-based scalability, among others in the context of point cloud coding.  
[bookmark: _GoBack]It may be worthwhile to remind that such forms of scalability imply the capability to independently decode successive parts of the total bitstream to improve the performance in a specific dimension, e.g. time, resolution (number of points), quality, etc. We also define rendering complexity scalability where, after decoding the bitstream and during reconstruction, a V-PCC system can make intelligent decisions of which information to process and how, so as to render a point cloud with different levels of quality or resolution and therefore be able to save on power/resources.
1 Relevant Types of Point Cloud Scalability
This section intends to define the various relevant types of scalability from a point cloud point of view. In particular, we identify the following scalability types:
· Temporal scalability:
This type of scalability allows a compressed point cloud to be streamed and decoded/reconstructed at different framerates. This is the simplest form of scalability and could be easily achieved using well known coding structures, e.g. temporally hierarchical structures, that impose certain constraints and dependencies across video and atlas frames in time.
· Spatial scalability (also Number of points scalability):
A point cloud may originally contain hundreds of thousands or even millions of points. Decoding and reconstructing all such points may be expensive in terms of bitrate but also processing and rendering. It may therefore be desirable for a bitstream to have properties that allow a decoder to only decode a subset of the point cloud bitstream, resulting in a fewer number of reconstructed points compared to the entire bitstream, while still getting an accurate depiction of the entire point cloud in 3D space. This form of scalability may also be referred to as number of points scalability.
· Quality scalability:
As the name of this form of scalability suggests, a point cloud can be compressed in a bitstream capable of being decoded at different levels of quality, measured according to some objective quality metric or subjective assessment protocol. This form of scalability is more commonly applied to control attribute quality, however, geometry quality may also be scalable. 
· Region-based scalability:
In this type of scalability, it is desirable to decode initially part of the point cloud but have the possibility, if desired to successively decode more regions. It may be desirable that some interdependency may exist between some regions to improve coding efficiency in such scalable coding scenarios, but that may not be always necessary. If such regions can be independently decodable (and not depending on each other), this type of scalability can also provide region random access support. For example, assuming that one has a compressed point cloud of a human subject, one may wish to only decode the face or hand of this subject. Naturally, the full bitstream will allow to decode the full point cloud, although in this case with each layer corresponding to a specific region of the point cloud. In theory, some regions may be coded based on other regions, thus building a hierarchical representation.   
· Viewpoint scalability:
In this type of scalability, it is desirable to successively decode more viewpoints, optionally based on previously decoded viewpoints, notably starting with a reference viewpoint. 
· Attributes scalability:
A point cloud may be associated with multiple attributes per point. However, in several applications or for certain devices, some attributes may not be necessary or useful. In such scenarios, it may be desirable to be able to skip such attributes and only stream and decode the relevant attributes required by the application or decoder.
· Reconstruction complexity scalability:
Unlike the previous types, this type of scalability does not refer to the bitstream syntax and decoding behavior but rather to the rendering behavior. This means that after decoding all necessary (eventually non-scalable) sub-bitstreams of a point cloud, the reconstruction is adjusted based on viewer or other types of information which decoded components should be processed and how to reconstruct part or the entire point cloud. This could permit successive layers of power and memory savings on a device since the point cloud is rendered, e.g. different regions, different number of points, different quality of the rendered points etc., depending on the available complexity resources.
· Decoding complexity scalability:
It could be argued that the majority if not all other forms of scalability also enable decoding complexity scalability since they could allow a decoder to select which information to decode based not only on bitrate requirements but also complexity/power requirements. For example, a decoder may select to only decode a lower bitrate or resolution layer of a bitstream because that would lower decoding complexity in terms of entropy decoding and processing of decoded samples. A decoder may also skip some processing steps, such as deblocking, or alter some operations non-normatively, such as motion compensation or intra prediction, if it is aware that the quality degradation from some decisions may be trivial and/or will be compensated within a certain time frame.  
Most if not all types of scalability defined above could also be combined and used together depending on application requirements, e.g. combination of region-based and quality scalability.
2 Scalability in V-PCC
In this section, we identify several features of the V-PCC specification [1] and how such could be used to achieve different forms of decoding scalability or functionalities such as spatial random access of a 3D region. It should be pointed out that this list is not exclusive and other features not listed here may also be useful to achieve some of this functionality. 
2.1 V-PCC Maps (Maps)
V-PCC enables compression of point cloud information by segmenting 3D point cloud surfaces into 2D patches and then projecting geometry and attribute data onto those patches. All generated patches can be collected into a single image, referred to as the atlas, and then compressed using any generic image and/or video codec. However, because of the 3D nature of a point cloud, sometimes surfaces may result in multiple 3D points getting projected onto the same 2D position. Since it is desirable to capture all if not most of those points, V-PCC introduces the concept of a map, where a patch and its information may be shared across multiple maps, with each map capturing potentially different points that are projected onto the same surface (Figure 1). All maps are associated not only with a geometry signal but also with the same number of attributes that are present for a point cloud. 
[image: ]
[bookmark: _Ref30571790]Figure 1. Illustration of a generation of multiple map images in V-PCC
For most applications, it is sufficient that up to two maps could be used, although V-PCC can support a total of 16 maps. Each map could be coded independently if desired or coded while imposing strict dependencies/hierarchies across maps. This is done to allow some form of spatial and quality scalability in the context of V-PCC. In particular, a decoder may select to decode only a subset of maps, while following the strict relationships specified in the bitstream, and then reconstruct the point cloud only using this information. Map0 in particular is essential for the decoding process. It has been shown that the reconstruction quality of the point cloud using a limited number of maps is sufficient for several applications, while having a considerable impact on decoding and processing complexity, and also on the number of decoded points.
2.1.1 Facilitated Scalability Types 
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2.2 V-PCC Attribute Decoding (Attributes)
V-PCC can support multiple attributes[footnoteRef:1]. Obviously, depending on the application, only some of the attributes may be needed. Since V-PCC does not impose any dependencies between different attributes a decoder can select to decode only the attributes it needs and ignore decoding of the sub-bitstreams that correspond to unnecessary attributes. This simple functionality could be considered as a form of attribute scalability. [1:  Up to 127 attributes could be supported per atlas frame.] 

2.2.1 Facilitated Scalability Types
	Viewpoint
	Quality
	Complexity
	Temporal
	Spatial
	Region
	Attribute

	
	
	
	
	
	
	X


2.3 Volumetric Tiling Information SEI Message
2.3.1 General
Recognizing the importance of annotating 2D regions of an atlas and specifying their relationship with the 3D space, a new SEI message was introduced in the V-PCC specification. This is the Volumetric Tiling information SEI message, which allows one to specify a set of 2D rectangles on the V-PCC atlas, labeling them and associating them with a variety of useful information, but most importantly allowing specifying the relationship of these rectangles and the point cloud information that is contained within, i.e. patches and point samples, with reconstructed regions in 3D space.
This is a rather essential component of the V-PCC specification for achieving different forms of scalability, such as viewpoint or region of interest scalability, given that it provides necessary information for a user or application to determine which types of information are needed to be extracted, before decoding, or reconstructed to achieve such functionality. Scalability could be achieved by partitioning the atlas into different, non-overlapping, rectangular map areas and placing in each map area patches that correspond to one or more characteristics. For example, one may place in one rectangular map area, the patches that are only visible from a particular viewpoint, while in another rectangular map area the patches visible from a different viewpoint are placed. Assuming that these object regions also are partitioned using atlas tile groups and video sub-partitioning (tiles, subpictures, slices etc), the selected scalability form could be achieved. Intelligent rectangular partitioning and placement of patches on the atlas could be used to enable in some cases even multiple forms of scalability at the same time, e.g. by placing patches of similar characteristics close to one another across multiple dimensions. However, such placements may also result in coding efficiency penalties, while an additional mechanism may be needed to express that such functionality is possible or not.
It should be highlighted that this SEI could also be used for complexity scalability purposes for decoding and reconstruction as well. In such a case, all sub-bitstreams may be decoded. Given the information from this SEI, only a number of patches within these sub-bitstreams that have certain desirable characteristics, e.g. patches that correspond to only a particular viewpoint, need to be further processed and reconstructed. This could save considerable resources during the reconstruction process.
2.3.2 [bookmark: _Ref29682578]Volumetric Tiling SEI Message Syntax 
This SEI allows with its syntax to describe a set of objects, e.g. a "human" or a "face", that are associated with 2D and 3D bounding box information (location on the 2D atlas and the 3D point cloud space, respectively), as well as a variety of other useful parameters that provide some forms of annotation for those objects. These include the priority of the object, whether an object is hidden and its dependencies to other objects, labeling, and collision shape information. One could especially use the 2D and 3D information for an object to determine which areas are useful or important to decode, which could also be coupled with bitstream information such as the availability of atlas tile groups and video coding tiles or other partitioning units in the video signal. For this tool to be used effectively, this should be combined with atlas tile groups (See Subsection 2.5) and video tiling/partitioning methods (See Subsection 2.5).
The syntax of this SEI as follows: [footnoteRef:2] [2:  This SEI message will likely be replaced by a new family of SEI messages, namely the Object Annotation SEI messages family. ] 

2.3.2.1 [bookmark: _Toc26872256]General
	volumetric_tiling_info( payloadSize ) {
	Descriptor

		vti_cancel_flag
	u(1)

		if (!vti_cancel_flag) {
	

			vti_object_label_present_flag
	u(1)

			vti_3d_bounding_box_present_flag
	u(1)

			vti_object_priority_present_flag
	u(1)

			vti_object_hidden_present_flag
	u(1)

			vti_object_collision_shape_present_flag
	u(1)

			vti_object_dependency_present_flag
	u(1)

			if( vti_object_label_present_flag )
	

				volumetric_tiling_info_labels( )
	

			if (vti_3d_bounding_box_present_flag) {
	

				vti_bounding_box_scale_log2
	u(5)

				vti_3d_bounding_box_scale_log2
	u(5)

				vti_3d_bounding_box_precision_minus8
	u(5)

			}
	

			volumetric_tiling_info_objects( vti_object_label_present_flag, 
				vti_3d_bounding_box_present_flag, vti_object_priority_present_flag,
				vti_object_hidden_present_flag, vti_object_collision_shape_present_flag,
				vti_object_dependency_present_flag )
	

		}
	

	}
	


2.3.2.2 [bookmark: _Toc26872257]Volumetric Tiling Info Labels 
	volumetric_tiling_info_labels( ) {
	Descriptor

		vti_object_label_language_present_flag
	u(1)

		if( vti_object_label_language_present_flag ) {
	

				while( !byte_aligned( ) )
	

					vti_bit_equal_to_zero /* equal to 0 */
	f(1)

				vti_object_label_language
	st(v)

			}
	

		vti_num_object_label_updates
	ue(v)

		for( i = 0; i < vti_num_object_label_updates ; i++ ) {
	

				vti_label_idx[ i ]
	ue(v)

				vti_label_cancel_flag
	u(1)

				LabelAssigned[ vti_label_idx[ i] ] = !vti_label_cancel_flag
	

				if ( !vti_label_cancel_flag) {
	

					while( !byte_aligned( ) )
	

						vti_bit_equal_to_zero /* equal to 0 */
	f(1)

					vti_label[ vti_label_idx[ i ] ]
	st(v)

				}
	

		}
	

	}
	


2.3.2.3 [bookmark: _Toc26872258]Volumetric Tiling Info Objects
	volumetric_tiling_info_objects( vtiObjectLabelPresentFlag, vti3dBoundingBoxPresentFlag, 
					vtiObjectPriorityPresentFlag, vtiObjectHiddenPresentFlag, , 
					vtiObjectCollisionShapePresentFlag, vtiObjectDependencyPresentFlag ) {
	

		vti_num_object_updates
	ue(v)

		for( i = 0; i  <=  vti_num_object_updates; i++ ) {
	

			vti_object_idx[ i ]
	ue(v)

			vti_object_cancel_flag[ vti_object_idx[ i ] ]
	u(1)

			ObjectTracked[vti_object_idx[ i ] ] = ! vti_object_cancel_flag[ vti_object_idx[ i ] ]
	

			if (!vti_object_cancel_flag[ vti_object_idx[ i ] ]) {
	

				vti_bounding_box_update_flag[ vti_object_idx[ i ] ]
	u(1)

				if( vti_bounding_box_update_flag[ vti_object_idx[ i ] ] ) { 
	

					vti_bounding_box_top[ vti_object_idx[ i ] ]
	u(v)

					vti_bounding_box_left[ vti_object_idx[ i ] ]
	u(v)

					vti_bounding_box_width[ vti_object_idx[ i ] ]
	u(v)

					vti_bounding_box_height[ vti_object_idx[ i ] ]
	u(v)

				}
	

				if( vti3dBoundingBoxPresentFlag ) { 
	

					vti_3d_bounding_box_update_flag[ vti_object_idx[ i ] ]
	u(1)

					if( vti_3d_bounding_box_update_flag[ vti_object_idx[ i ] ]) {
	

						vti_3d_bounding_box_x[ vti_object_idx[ i ] ]
	u(v)

						vti_3d_bounding_box_y[ vti_object_idx[ i ] ]
	u(v)

						vti_3d_bounding_box_z[ vti_object_idx[ i ] ]
	u(v)

						vti_3d_bounding_box_delta_x[ vti_object_idx[ i ] ]
	u(v)

						vti_3d_bounding_box_delta_y[ vti_object_idx[ i ] ]
	u(v)

						vti_3d_bounding_box_delta_z[ vti_object_idx[ i ] ]
	u(v)

					}
	

				}
	

				if( vtiObjectPriorityPresentFlag ) {
	

					vti_object_priority_update_flag[ vti_object_idx[ i ] ]
	u(1)

					if( vti_object_priority_update_flag[ vti_object_idx[ i ] ] )
	

						vti_object_priority_value[ vti_object_idx[ i ] ]
	u(4)

				}
	

				if( vtiObjectHiddenPresentFlag )
	

					vti_object_hidden_flag[ vti_object_idx[ i ] ]
	u(1)

				if( vtiObjectLabelPresentFlag ) {
	

					vti_object_label_update_flag[ vti_object_idx[ i ] ]
	u(1)

					if( vti_object_label_update_flag[ vti_object_idx[ i ] ] )
	

						vti_object_label_idx[ vti_object_idx[ i ] ]
	ue(v)

				}
	

				if( vtiObjectCollisionShapePresentFlag ) {
	

					vti_object_collision_shape_update_flag[ vti_object_idx[ i ] ]
	u(1)

					if (vti_object_collision_shape_update_flag[ vti_object_idx[ i ] ])
	

						vti_object_collision_shape_id[ vti_object_idx[ i ] ]
	u(16)

				}
	

				if(vtiObjectDependencyPresentFlag ) {
	

					vti_object_dependency_update_flag[ vti_object_idx[ i ] ]
	u(1)

					if (vti_object_dependency_update_flag[ vti_object_idx[ i ] ]) {
	

						vti_object_num_dependencies[ vti_object_idx[ i ] ]
	u(4)

						for( j = 0; j  < 	vti_object_num_dependencies[ vti_object_idx[ i ] ]; j++ )
	

							vti_object_dependency_idx[ vti_object_idx[ i ] ] [ j ]
	u(8)

					}
	

				}
	

			}
	

		}
	

	}
	


2.3.3 Facilitated Scalability Types
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2.4 [bookmark: _Ref29682575]Level of Detail Patch Mode (LoD)
2.4.1 General
V-PCC patches currently support a feature that enables subsampling a patch across different dimensions before coding its associated information. This concept is referred to as the level of detail (LoD) patch mode. For intra coded patches, the syntax of the LoD mode is as follows:
	patch_data_unit( patchIndex ) {
	Descriptor

		pdu_2d_shift_x[ patchIndex ]
	u(v)

		pdu_2d_shift_y[ patchIndex ]
	u(v)

		pdu_2d_delta_size_x[ patchIndex ]
	se(v)

		pdu_2d_delta_size_y[ patchIndex ]
	se(v)

		pdu_3d_shift_x[ patchIndex ]
	u(v)

		pdu_3d_shift_y[ patchIndex ]
	u(v)

		pdu_3d_shift_min_z[ patchIndex ]
	u(v)

		if( asps_normal_axis_max_delta_value_enable_flag )
	

			pdu_3d_shift_delta_max_z[ patchIndex ]
	u(v)

		pdu_projection_id[ patchIndex ]
	u(v)

		pdu_orientation_index[ patchIndex ]
	u(v)

		if( afps_lod_mode_enable_flag ) {
	

			pdu_lod_enable_flag[ patchIndex ]
	u(1)

			if( pdu_lod_enable_flag[ patchIndex ] > 0 ) {
	

				pdu_lod_scale_x_minus1[ patchIndex ]
	ue(v)

				pdu_lod_scale_y[ patchIndex ]
	ue(v)

			}
	

		}
	

		if( asps_point_local_reconstruction_enabled_flag )
	

			point_local_reconstruction_data( patchIndex )
	

	}
	


The above syntax permits different scaling for the horizontal and vertical axis, while scaling is performed as follows:
If pdu_lod_enable_flag[ p ] is set, then the two additional parameters, pdu_lod_scale_x_minus1 and pdu_lod_scale_y, are also decoded. 
Then the variables PatchLoDScaleX[ p ] and PatchLoDScaleY[ p ] can be computed as follows:
PatchLoDScaleX[ p ] = pdu_lod_enable_flag[ p ] ? pdu_lod_scale_x_minus1[ p ] + 1: 1
PatchLoDScaleY[ p ] = pdu_lod_enable_flag[ p ] ? 
				(pdu_lod_scale_y[ p ] + (pdu_lod_scale_x_minus1[ p ] > 0) ? 1 : 2) : 1
The final coordinates are then computed as follows:
pos[ PatchAxisX[ p ] ] = Patch3dShiftX[ p ] + u  * PatchLoDScaleX[ p ]
pos[ PatchAxisY[ p ] ] = Patch3dShiftY[ p ] + v  * PatchLoDScaleY[ p ]
pos[ PatchAxisZ[ p ] ] = Max(0, Patch3dShiftMinZ[ p ] + 
					(1 – 2 * PatchProjectionMode[ p ]) * gFrame[ mapIdx ][ y ][ x ]

This feature can be quite useful for achieving spatial scalability, in combination with the Atlas Tile Groups, as discussed in the Subsection 2.5. 
2.4.2 Facilitated Scalability Types
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2.5 [bookmark: _Ref29682284]Atlas Tile Groups and Video Tiles (Tiling)
The V-PCC specification supports the concept of Atlas tile groups. Atlas tile groups permit partitioning the atlas into independently decodable rectangular regions. The patches in these regions are not allowed to use information from patches in other regions. This feature, in combination also with image partitioning concepts such as tiles and the LoD mode can enable a variety of scalability features for use in different applications. In particular, the following concepts could be achieved:
a) Region of Interest Scalability
b) Spatial Scalability
An example scenario is shown in Figure 2. In this figure, an atlas is partitioned into 5 different tile groups. Each tile group contains potentially a different number of patches, each one corresponding to different regions in the point cloud 3D domain.
[image: ]
[bookmark: _Ref30571905]Figure 2. Tile Group partitioning of an Atlas
If the tile groups were constrained in containing patches that map within a constrained 3D window, e.g. all patches in Tile Group 0 map to points in volume V0 in Figure 3, patches in Tile Group 1 map to points in volume V1, etc., Region of Interest decoding functionality could be enabled for such a bitstream. A decoder that is only interested in decoding and reconstructing V0 would extract from the V-PCC stream only Tile Group 0 and the corresponding tiles, slices, or sub-picture concepts that may be supported by the video codec used for compressing the occupancy, geometry, and attribute information[footnoteRef:3]. For such video sub-bitstreams, it might not be necessary to partition all of them using such partitioning methods, gaining potentially in terms of compression performance for non-scalable applications, while on the other hand penalizing compression performance and decoding complexity for cases where scalability may be triggered.  [3:  This may not be supported by all video codecs. Codecs that currently support such functionality include HEVC, VVC, and AOM's AV1.] 

A volumetric tiling information SEI message could be used to annotate the atlas and then compare tile group partitions and video partitions to determine if such functionality is possible. However, it might be desirable to introduce additional SEI messages that could provide further hints, without having to analyze these relationships, on whether a desired functionality is supported and how that is supported. Such contributions should be encouraged.
[image: ]
[bookmark: _Ref29483840]Figure 3. 3D partitioning of a point cloud
On the other hand, to achieve spatial scalability, patches could be separated into atlas tile groups while also using the LoD concept. In particular, we could partition the point cloud in an "LoD" partitioning where we could group together patches that correspond to a particular sampling grid into one tile group, while patches that correspond to different sampling grids can be placed to their own appropriate tile groups. An example is shown in Figure 3. Using this partitioning, a decoder may decide to only decode Tile Group 0. Since in this partitioning each tile group contains an almost identical set of patches, but in each case with ¼ of the projected points (because of the use of the LoD method), the decoding and reconstruction process will result in only ¼ of the compressed point cloud data being reconstructed. It should be highlighted that in this case subsampling of the point cloud has been achieved through essentially uniform subsampling of the point cloud across the tangent and bi-tangent axis of each patch. Therefore, the entire point cloud will be reconstructed but at a reduced resolution. Decoding and reconstructing additional tile groups could be seen as a form of number of points (spatial) scalability for V-PCC compressed data.
For this tool to be used effectively, this should be combined with volumetric tiling information SEI messages (See Subsection 2.3.2) and LoD signaling (See Subsection 2.4).
[image: ]
Figure 4. LoD partitioning of a point cloud
2.5.1 Facilitated Scalability Types
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2.6 RAW points and RAW point video sub-streams[footnoteRef:4] (RAW) [4:  Similar functionality is also supported for EDD points, but for simplicity this is not discussed in this document.] 

[image: ]
[bookmark: _Ref29493051]Figure 5. V-PCC encoding with RAW point patch video sub-bitstreams
Because certain applications may require support of lossless compression, especially for geometry, V-PCC introduces a special patch type, namely the RAW patch type, which allows encoding point cloud points without any form of projection (Figure 5). Only a small percentage of the total number of the point cloud points are commonly captured as raw patch points in a V-PCC stream. However, such points can have a considerable impact on compression efficiency because of their characteristics[footnoteRef:5] as well as on reconstruction complexity. To reduce such impact on applications that do not require lossless reconstruction of the point cloud, raw points are not required to be reconstructed but also could be embedded, if desired, in completely separate video signals than normal patches. This functionality allows another form of scalability since a decoder may select to only retrieve and decode the non-raw patch video sub-streams of V-PCC while the raw patch video sub-streams are discarded. The impact on quality from not decoding and reconstructing raw points is commonly minimal, while, however, the bitrate impact can be quite significant. This can be considered as a number of points (spatial), as well as a form of complexity scalability. [5:  unlike points projected in normal patches these points lack correlation with their neighborhood and thus are not as efficiently coded using conventional codecs.] 

2.6.1 Facilitated Scalability Types
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3 Video codec scalability and impact to V-PCC (Codec)
Several modern video codecs, such as AOMedia's AV1 and VVC support temporal, spatial, and quality scalability by allowing coding of and prediction from images at different resolutions and decoupling coding time from display time. Instead each coded frame is associated with and described by its targeted functionality. That is, a frame 0 could be intended as a lower resolution version of a frame that needs to be displayed at time 0, frame 1 is a higher resolution version of that same frame in time, frame 2 could be a discardable frame in time at time instance 1, thus achieving temporal scalability. Similarly, frame 3 is a lower resolution frame for the frame that should be displayed at time instance 2, and frame 4 is a higher resolution frame that should also be displayed at time instance 2. Another frame 5 could also exist that is of the same resolution as 5 but provides higher quality than 4 for frame at time instance 2. Such relationships are shown in Figure 6. 
[image: ]
[bookmark: _Ref29489819]Figure 6. Scalability options in a modern video codec like AOMedia AV1 and VVC. 
Frames 1 and 4 provide spatial scalability, frame 2 provides temporal scalability, 
while frame 5 provides quality scalability.
The above functionality could also be exploited by V-PCC. The atlas of V-PCC also does not need to follow a strict coding order to display order relationship. In the previous example, each of the frames coded could be associated with their own atlas. If we assume that all sub-bitstreams, i.e. occupancy, geometry, and attribute sub-bitstreams as well as the atlas sub-bitstream maintain the same coding relationships one could select to decode and reconstruct only certain frames and discard the rest. 
In the case of decoding only frame 0 and frame 3, and not having frames 1 and 4 available, the decoded occupancy, geometry, and attribute sub-bitstreams would first be decoded and then a decoder has two different options on how to process the data. In the first case, it may select to first upscale the video data according to the resolution dictated by the V-PCC atlas (the nominal atlas resolution). Then the patch regions from the corresponding video signals would be extracted and an initial point cloud would be constructed from upscaled decoded video samples. This would essentially be equivalent to a quality scalability mode since all samples are still reconstructed but at a lower quality. However, another decoder may select to instead reconstruct the point cloud for those frames by updating the nominal resolution to the resolution specified by the video signals. In this case, a reduced resolution point cloud would be constructed. In a sense, this mode works as a "combined" spatial or quality scalability mode depending on what the decoder decides to do. On the other hand, if frames 1 and/or 4, were available then a decoder would be able to reconstruct the full resolution point cloud frames. It should be highlighted that in this case only frames 1 and 2 are reconstructed. Frame 0 and frame 3 do not need to be reconstructed since those will not be displayed and their rendering is of no use to that process. It should be highlighted that in this case, scalability is only limited by the functionality of the video codec and not by the characteristics of V-PCC.
Although in the previous example all component sub-bitstreams were coded using the same coding structure and scalability features, this is not necessary or restricted within the context of V-PCC. In reality it is not necessary for all V-PCC component sub-bitstreams to follow the same scalability coding conditions. More specifically, given the impact to the quality of the occupancy and geometry videos, it might be preferable that those sub-bitstreams are coded without any scalability considerations and at a single quality. Only the attribute signals are coded in this scenario at different quality and/or resolution levels. In this scenario, scalability is only achieved though the attribute components, which may still be sufficient in the context of efficiently using bandwidth adaptively given the conditions of a particular network/environment.
3.1.1 Facilitated Scalability Types
	Viewpoint
	Quality
	Complexity
	Temporal
	Spatial
	Region
	Attributes

	
	x
	
	x
	x
	
	


4 Conclusion
In this document, we identified several tools supported by V-PCC as well as video codec behavior that could be used to achieve different types of scalability. A summary table is shown in Table 1. Contributors are encouraged to implement some of these methods and assess their performance as well as to identify additional methods that could be used to achieve other types of functionalities. However, it is also identified that it might be necessary to also define additional SEI messages that could assist applications that require or need scalability features with hints on the relationships between the sub-streams and information on how the scalability functionality could be achieved.
[bookmark: _Ref29687802]Table 1. V-PCC related tools and support of different scalability types
	Labels from sections above
	Viewpoint
	Quality
	Complexity
	Temporal
	Spatial
	Region
	Attributes

	Maps
	
	
	
	
	X
	
	

	Attributes
	
	
	
	
	
	
	X

	Volumetric
Tiling Info
	X
	
	X
	
	X
	X
	

	LoD
	
	
	
	
	X
	
	

	Tiling
	X
	
	X
	
	X
	X
	

	RAW
	
	
	X
	
	X
	
	

	Codec
	
	X
	
	X
	X
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